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One Big Question in Astrophysics 
How did these blobs become nice spiral galaxies?

?

Looking back in time
Present-day spirals

Image: ESO

Image: ESO



The Milky Way 
The way we knew it for a long time…..

Image: John Wiley and Sons Inc.



The Galactic disks 
There are actually two!

• Star counts toward the 
Galactic South Pole 

• Stellar density not 
matched by one 
exponential, two needed 

• Thin and thick disks 

• Differs in terms of: 
• Kinematics 
• Chemical composition 
• Ages

(Gilmore & Reid, 1983, MNRAS, 202, 102) 

Thin disk: 
scale height: 250pc 
normalisation: 98%

Thick disk: 
scale height: 1400pc 
normalisation: 2%



Nearby stars - no selec/on

Fuhrmann (1998, 2000, 2004, 2008, 2011)

• Fuhrmann’s study is 
85% volume complete 
for all mid-F type to 
early K-type stars down 
to Mv=6, north of 
dec=-15o, within a radius 
d<25pc from the Sun 

• Two types of stars: 
 
1. Old stars with high  
    [Mg/Fe] ratios 
 
2. Young stars with low                     
     [Mg/Fe] ratios

How did they form?



A bit further away

Bensby et al., 2011, 
ApJ, 735, L46

Alves-Brito et al. (2010)Bensby et al., 2010, 
A&A, 516, L13

Inner disk  
4 < Rg < 7 kpc Solar neighbourhood

Short scale-length for the thick disk ! 

See also, e.g., Cheng et al. (2012), Bovy et al. (2012)

Outer disk  
9 < Rg < 13 kpc



Further away and larger samples - APOGEE

• Hayden et al. (2015), based on red giants from APOGEE DR12

Abundance gradient in the thin disk

No alpha-enhanced stars!



The Galactic bulge 
Is there one, and what about the bar!

• Multiple components 

• Lots of young stars  
(previously the bulge was 
believed to be all old)

Bensby et al. (2017, A&A)

Image: 2MASS/UMass/IPAC-Caltech/NASA/NSF



The outer Galactic disk 
A galactic graveyard?

Image: Dana Berry

Ripples from ancient  
merger events? 

How much of the structure is due to mergers 
and how much due to internal evolution?

Can we identify  
accreted stars in  

the disk?



Mateu (2023)

Streams in the Milky Way



The Milky Way 
A benchmark galaxy

• Our home galaxy, one of billions 
spiral galaxies in the Universe 

• The only galaxy where individual 
stars can be studied in detail 

• Most results based on Solar 
neighbourhood 

• Need to map the other regions in 
detail

?
?

?

?

?
• What is the bulge? 

• How did the thick disk form? 

• What is the merger history of the Milky Way?

Image: NASA/JPL



Galac/c archaeology
using stars to trace the history of our Galaxy

where they are? 

how they move?

what are they made of?

positions, distances

radial velocities, 
proper motions

detailed chemical 
abundances

+ with stellar 
models and 
photometry ages



Galactic Archaeology 
Mapping the Milky Way

Image: Galaxy Puzzle by Lynette Cook
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Gaia 
Where are the stars?

• Positions  
• Distances  
• Proper motions  
• 1-2 billion stars

Image: X. Luri & the DPAC-CU2

Image: ESA

Image: ESA



High-resolution spectroscopy 
What do the stars consist of?

• Stars are like time 
capsules 

• The atmospheres 
remain untouched 
for billions of years 

• Traces the chemistry 
of the gas clouds 
they were born from

Ni I

Ni I

Ca I

Si I

Ti I

Fe I

Ni I

Ni I

Ba II

Si I
Si I

Fe II

Fe I



Sample size?
• Better precision will lower 

the observed dispersion of 
“structures” and allow us 
to distinguish them from 
each other and from the 
(thin and thick) disk field 
stars with smaller samples

L. Lindegren and S. Feltzing: The case for high precision in elemental abundances (RN)
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Fig. 3. Examples of probability plots for the test statistic t(x) ob-
tained in Monte-Carlo simulations for sample sizes N = 102,
103, and 104 (top to bottom). In each diagram the solid curve
shows, as a function of the critical value C, the probability that t

exceeds C under the null hypothesis (r = 0). The dashed curves
show the probabilities under the alternative hypothesis (r > 0)
for the r-values indicated in the legend. In the bottom diagram
the dotted curve gives, for comparison, the expected distribution
of D

p
N for a one-sample K–S test in which F is the true distri-

bution (without adjusting µ and �); see footnote 3.

For example, if the populations are separated by 5 times the
measurement error (r = 5), the populations could be separated
already for N ' 70. For r = 3 the minimum sample size is
N = 400, and for r = 2 it is N = 3000. Clearly, if the separation
is about the same as the measurement errors (r = 1), the situa-
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Fig. 4. Minimum sample size needed to distinguish two equal
Gaussian populations, as a function of the separation of the pop-
ulation mean in units of the standard deviation of each popula-
tion. The circles are the results from Monte-Carlo simulations
as described in the text, using a K–S type test with significance
level ↵ = 0.01 and power 1 � � = 0.99. The curve is the fitted
function in Eq. (2) or (3).

tion is virtually hopeless even if the sample includes hundreds of
thousands of stars.

It should be remembered that these results were obtained
with a very specific set of assumptions, including: (1) measure-
ment errors (and/or internal scatter) that are purely Gaussian; (2)
that the two populations in the alternative hypothesis are equally
large; (3) the use of the particular statistic in Eq. (1); and (4) the
choice of significance (a probability of falsely rejecting H0 less
than ↵ = 0.01) and power (a probability of correctly rejecting
H0 greater than 1 � � = 0.99). Changing any of these assump-
tions would result in a di↵erent relation4 from the one shown in
Fig. 4. Nevertheless, this investigation already indicates how far
we can go in replacing spectroscopic resolution and signal-to-
noise ratios (i.e., small measurement errors) with large-number
statistics. In particular when we consider that real data are never
as clean, nor the expected abundance patterns as simple as as-
sumed here, our estimates must be regarded as lower bounds to
what can realistically be achieved.

4. Accuracy and precision in stellar abundances

We have no knowledge a priori of the properties of a star and no
experiment to manipulate in the laboratory but can only observe
the emitted radiation and from that infer the stellar properties.
Therefore the accuracy5 of elemental abundances in stars is of-
ten hard to ascertain as it depends on a number of physical e↵ects
and properties that are not always well-known, well-determined,
or well-studied (Baschek 1991). Important examples of relevant

4 Experiments with unequally large populations in HA suggest that
the power of the test is not overly sensitive to this assumption, as long
as there is a fair number of stars from each population in the sample.

5 ‘Accuracy’ refers to the capability of a method to return the correct
result of a measurement, in contrast to precision which only implies
agreement between the results of di↵erent measurements. It is possible
to have high precision but poor accuracy, as is often the case in astron-
omy. For the purpose of the study of trends in elemental abundances in
the Milky Way both are important, but for practical reasons most studies
are concerned with precision rather than accuracy.

4

Lindegren & Feltzing (2013)

L. Lindegren and S. Feltzing: The case for high precision in elemental abundances (RN)

Fig. 1. Illustration of the problem, showing Fe and Mg abun-
dances for stars in the solar neighbourhood. a Based on data
by Fuhrmann (see text for references). At each value of [Fe/H]
the stars fall into two groups with distinctly di↵erent [Mg/Fe].
b Based on data for stars with halo velocities from Nissen &
Schuster (2010). The two lines, drawn by hand, illustrate the sep-
aration in high- and low-↵ stars identified by Nissen & Schuster
(2010). c Illustration of the generic problem treated here.

2. Defining the problem

Elemental abundances derived from stellar spectra with high res-
olution and high signal-to-noise ratios have shown that the stars
in the Milky Way and in the nearby dwarf spheroidal galax-
ies have a range of elemental abundances (see, e.g., Tolstoy
et al. 2009). Not only do the stars span many orders of mag-
nitude in iron abundances ([Fe/H]2) they also show, subtler, dif-
ferences in relative abundance. One of the most well-known ex-
amples is given by the solar neighbourhood, where for example
Fuhrmann (1998, 2000, 2002, 2004, 2008, 2011) shows from a
basically volume limited sample that there are two abundance
trends present. One trend has high [Mg/Fe] and one with low, al-
most solar, [Mg/H]. Figure 1a reproduces his results. The basic
result, i.e., that there is a split in the abundance trends was fore-
shadowed by several studies (e.g., Edvardsson et al. 1993) and
has been reproduced by a number of studies since (e.g., Reddy
et al. 2003; Bensby et al. 2004, 2005; Reddy et al. 2006; Neves
et al. 2009; Adibekyan et al. 2012). Another well-known exam-
ple in the solar neighbourhood is the split in ↵-elements as well
as in Na and Ni for stars with typical halo kinematics (Nissen &
Schuster 2010, and Fig. 1b). The di↵erences in elemental abun-
dances between these di↵erent populations can be as large as
0.2 dex, but often they are smaller.

Figure 1c illustrates the highly simplified case considered in
the present study, namely that the observed stars belong to two
populations that di↵er in some abundance ratio [X/Fe] by a cer-
tain amount. In the figure the di↵erence is taken to be 0.25 dex,
which as we have seen may be representative of actual abun-

2 We use the standard notation for elemental abundances where
[Fe/H] = log (NFe/NH)⇤ � log (NFe/NH)�.

dance di↵erences. We will investigate whether it is possible to
distinguish the two populations depending on the number of
stars considered and the precision of the individual [X/Fe] mea-
surements. This will allow us to derive a lower limit for the pre-
cision needed to probe abundance trends such as those shown
in Fig. 1. We emphasize that the objective is to identify such
substructures in elemental abundance space without a priori cat-
egorization of the stars, e.g., in terms of kinematic populations.

3. Investigation

The problem is formulated as a classical hypothesis test.
Although hypothesis testing is a well-known technique, and the
present application follows standard methodology, we describe
our assumptions and calculations in some detail in order to pro-
vide a good theoretical framework for the subsequent discussion.

Consider a sample of N stars for which measurements xi,
i = 1, . . . ,N of some quantity X (e.g., [Mg/Fe]) have been made
with uniform precision. The null hypothesis H0 is that there is
just a single population with fixed but unknown mean abun-
dance µ (but possibly with some intrinsic scatter, assumed to be
Gaussian). Assuming that the measurement errors are unbiased
and Gaussian, the values xi are thus expected to scatter around µ
with some dispersion � which is essentially unknown because it
includes the internal scatter as well as the measurement errors.
The alternative hypothesis HA is that the stars are drawn from
two distinct and equally large populations, with mean values µ1
and µ2, respectively, but otherwise similar properties. In particu-
lar, the intrinsic scatter in each population is the same as in H0,
and the measurement errors are also the same. Without loss of
generality we may take µ = 0 in H0, and µ1,2 = ±r�/2 in HA, so
that the populations are separated by r > 0 standard deviations
in HA, and by r = 0 in H0. The only relevant quantities to con-
sider are then the (dimensionless) separation r � 0 and the total
size of the sample N.

The possibility to distinguish the two populations in HA de-
pends both on r and N. Clearly, if r is large (say > 5) the two
populations will show up as distinct even for small samples (say
N = 100 stars). For smaller r it may still be possible to distin-
guish the populations if N is large enough. Exactly how large N

must be for a given r is what we want to find out. Conversely,
for a given N this will also show the minimum r that can be dis-
tinguished. Given the true separation in logarithmic abundance
(dex), this in turn sets an upper limit on the standard error of the
abundance measurements.

The two simulated samples in Fig. 2 illustrate the situation
for N = 1000. In the top diagram (generated with r = 2.0) it is
not possible to conclude that there are two populations, while in
the bottom one (for r = 2.4) they are rather clearly distinguished.

Given the data x = (x1, x2, . . . , xN) we now compute a test
statistic t(x) quantifying how much the data deviate from the
distribution assumed under the null hypothesis, i.e., in this case
a Gaussian with mean value µ and standard deviation � (both
of which must be estimated from the data). A large value of t

indicates that the data do not follow this distribution. The null
hypothesis is consequently rejected if t(x) exceeds some critical
value C, chosen such that the probability of falsely rejecting H0
is some suitably small number, say ↵ = 0.01 (the significance of
the test).

It should be noted that H0 and HA are not complementary,
i.e., if H0 is rejected it does not automatically follow that HA

should be accepted. Indeed, there are obviously many possible
distributions of X that cannot be described by either H0 or HA.
Having rejected H0, the next logical step is to test whether HA

2



Resolving power - spectral lines

Kordopatis et al. (2023)



Resolving power - spectral lines

Kordopatis et al. (2023)



Kordopatis et al. (2023)

Resolving power - spectral lines



4MOST detailed abundances (precision) 

Simulations done with Payne pipeline (see e.g. Kovalev et al., 2019)

Taking advantage of high signal-to-noise (S/N) spectra obtained in three 
windows: 3926–4355 Å, 5160–5730 Å, and 6100–6790 Å, which allows 
elements of all main nucleosynthesis channels to be targeted, we will 
determine abundances of more than 30 elements with a precision better 
than 0.1 dex 




4MOST - point source sensitivities

120 min exposure: solid lines

20 min exposures: dashed lines


SNR values given per Å. 

Divide by 3.3 to get to per pixel for HR

Divide by 1.7 to get to per pixel for LR

de Jong (2019)



Gaia-ESO selection function

Case 1: when target 
density is not  

enough to fill fibres 

Case 2: when target 
density is enough 

(Stonkute et al., 2016)



Magrini, Bensby, et al. (2024)



Large Spectroscopic Surveys 
Blood samples of millions of stars

• 2400 fibres 
• 4-m Vista telescope on Paranal 
• First light 2025 
• 5+5 years 
• >10 million stars 

• 130 fibres 
• 8-m VLT on Paranal 
• 300 nights, 2012-2017 
• 100 000 starsVLT

Vista

Gilmore et al. (2012, The Messenger, 147, 25)

de Jong et al. (2019)





• >400 collaborators 

• 300 nights over 5 years with FLAMES on VLT 

• 100 000 stars, thin/thick disk, halo, bulge, 
open clusters, globular clusters, and more…. 

• Largest spectroscopic survey on an 8-m class 
telescope

Gilmore et al. (2012, The Messenger, 147, 25) 
Randich et al. (2013, The Messenger, 154, 47)

The Gaia-ESO Survey



FPOSS



Observations
• 340 nights from Dec 31, 2011 (P88) - Jan 2018 (P100)


• 19% completely lost due to bad weather 
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Figure 1: Percentages of the observing time during which the following observing 
conditions were experienced: PH = Photometric, CL = Clear, TN = Thin cirrus cloud, 
TK = Thick cirrus cloud. The percentage of observing time lost during the period due 
to bad weather was 13.6%, technical problems, 3.5% and target of opportunity (ToO) 
observations, 2.5%. 

The observer team has not changed since the start of the Survey observations and has 
included ESO Paranal staff and a few other very experienced persons. The workflow 
and transfer of information from the target selection working groups to those 
preparing OBs to the observers has been smooth since the very beginning. Guidelines 
and instructions for all the involved tasks, from target selection, FPOSS and OB 
preparation, to observations, have also been written for the cluster part of the Survey 
that involves different groups of people.  

A large variety of target types have been observed. In particular, the observed target 
list includes 62 science open clusters, covering a large interval of parameters and 
stellar types, and including from about 200 to 2000 targets per cluster.  

A wide range of MW target fields, from the outer thick disk to the inner Galaxy and 
Bulge, from the Galactic pole to relatively high-extinction low-latitude fields have 
been covered. Particular and significant efforts have been put into calibration fields, 
that are critical both for our internal and external (i.e., vs. other surveys) calibrations: 
these fields include radial velocity standards, 15 globular clusters, 9 open clusters, 
several Gaia benchmark stars, observed with different UVES and GIRAFFE settings 
and with different exposure times. A further data set which is ideal for calibration, and 
of high scientific interest is the use of giant stars observed by CoRoT, and more 



Observed fields
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Figure 3: The sky distribution of Gaia-ESO Survey observed fields for all 
observations broken down by field-type: Milky Way fields (MW), clusters (CL), 
standards and calibration fields (SD). The clump of SD fields around 22h, -10 deg 
includes the new Kepler 2 fields. 

Pipeline processing of raw data and radial velocity determination. As foreseen 
in the Survey Management Plan (SMP), GIRAFFE and UVES spectra are pipeline 
reduced at CASU (Cambridge) and Arcetri, respectively. For GIRAFFE, whilst we 
have initially been using three different pipelines, comparison of the performances 
and quality assessment have allowed us to select one of these; namely, that developed 
by Jim Lewis at CASU, which has continuously been improved. UVES data reduction 
is instead performed using the ESO pipeline. The pipeline has worked reasonably well 
since the beginning for the 580nm setting, with improvements being implemented 
from cycle to cycle. For example, in the latest cycle, iDR5, the zero point of the 
wavelength calibration for U580 was corrected according to the position of the sky 
emission lines as an additional step after order merging and before sky subtraction. 
Several serious problems were initially encountered with the UVES 520nm setup. The 
UVES reduction team at Arcetri has been performing a very large number of tests and 
has been working closely with ESO, in particular with Andrea Modigliani, to remedy 
the difficulties with their reduction pipeline. Eventually all problems were 
successfully solved after Summer 2013, and the pipeline is now running smoothly in 
most of the cases also with the 520nm setting. We emphasize that these substantial 
pipeline developments benefit the entire ESO community. Considerable effort has 
also been invested in radial velocity pipelines and quality assessment, since precise 
radial velocities are critical for several top-level science goals. The precision of our 
radial velocity measurements comfortably reaches our initial requirement. 



Number of spectra
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Set-up # Spectra MW # Spectra CL # Spectra SD Approx. # spectra 
total 

HR10 53912 492 6175 60579 
HR21 59381 491 7647 67519 
HR03 0 2266 233 2499 
HR04 0 1294 0 1294 
HR05A 0 2055 218 2273 
HR06 0 2160 214 2374 
HR14A 0 2036 431 2467 
HR09B 0 3627 934 4561 

HR15N 0 36524 5235 41759 
U520 0 668 1200 1868 

U580  7300 3724 3546 14570 

All    201763 
 
 
3.2 The PI should describe here the current status of the Phase 3 submission 
for her/his survey project and specify how s/he wishes to structure the 
submission of data products during the year 2019. These plans will be 
reviewed and iterated with ESO to reach agreement. 
 
PIs should also include any relevant information for the scientific validation of 
the data products. 
 
 

Year(*) Data volume acquired per 
year (since 01.10. 2017) 

Percentage reduced 
data/year (since 
01.10.2017) 

Number of files of data (1D 
spectra) to be submitted 
during the incoming year  

Catalogs to be 
submitted during 
the incoming year  

10.2018-
10.2019 

Last 3 observing runs 100% Full sample of 200,000 
approx., subject to quality 
control 

Final catalogue of 
stellar parameters 
and properties, 
abundances and 
ancillary products 

(*) Add any number of rows needed to describe the Survey Phase3 submission 
status. The time interval is only indicative. 

 
We reported on the status of Gaia-ESO Phase 3 submissions in P101. The status 
has not changed in the meantime as we agreed with ESO to wait until after iDR6 to 
make our next Phase 3 Release, which will be the final release of the Survey. The 
final results of the iDR6 analysis are expected in Spring 2019. Following the 
timeline of previous releases, we would therefore expect to start the Phase 3 release 
to the ESO archive in early Summer 2019.  
The description of previous Phase 3 releases follows below. 



Abundance analysis

• GIRAFFE data reduced at CASU with the pipeline developed 
by Jim Lewis


• UVES data reduced in Arcetri with an improved version of the  
ESO pipeline


• The abundance analysis is done by many nodes, using 
different methods. Homogenisation is done and weighted 
based on how well the nodes perform on the Gaia 
Benchmark stars


• Realised the importance of using common line list, common 
model atmospheres, common grid of synthetic spectra.



Parameter space
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consistent, well-calibrated scale. A dedicated Working Group (WG15) has been set up 
with the task of homogenising the results coming from the spectrum analysis WGs to 
produce a final (per star) set of recommended results to be used in Gaia-ESO 
publications (Hourihane et al. 2018, in prep.).  

Each node of each WG analyses a common sample of calibrating benchmark stars 
along with their specific set of science targets. The benchmarks used are the FGK 
Gaia Benchmark Stars (Heiter et al. 2015; Jofré et al. 2014), which cover different 
sections of the HR Diagram in the FGK spectral range as shown in Figure 4 (taken 
from The Gaia-ESO Survey: calibration strategy by Pancino et al. 2017) below. 

 

Figure 4: The parameter space covered by the Gaia Benchmark Stars of Heiter et al. 
(2015) used for Gaia-ESO Survey calibration, taken from Fig. 8 of Pancino et al. 
(2017). The benchmark stars with a metallicity colour-map are overplotted on the 
whole of the GES iDR4 sample (in grey). 

 
The benchmarks are used as the basis for the homogenisation to determine the 
absolute parameter scale since their stellar parameters are not determined from 
spectroscopy but from an independent method using the radius (or angular diameter), 
the mass, the bolometric flux and the distance.  The metallicity is then determined 
from spectroscopy by adopting the fundamental stellar parameters (Jofré et al. 2015). 
The metallicity distribution of the benchmarks, including the new low-metallicity 

Benchmark stars from Heiter et al (2015), figure from Pancino et al. (2017)



- Is currently being installed on the ESO VISTA 4-m telescope on Paranal 
- 2400 fibres (1600 LR & 800 HR) 
- 4 deg2 field of view 
- First light 2025 
- 5+5 years  

de Jong, et al. “4MOST: Project overview and information for the first call for proposal”, The Messenger, 2019 
4MOST



4MOST -  

wavelength  
coverage

• High-Resolu-on Spectrograph (812 fibres), R=20,000 
• Blue: 3926-4355 Å 
• Green: 5160-5730 Å 
• Red: 6060-6810 Å

de Jong (2019)

• Low-Resolu-on spectrograph (1624 fibres) 
R=5000-7000 

• 4000-8850 Å



4MOST - consortium surveys
• S1 - Milky Way Halo low-resolu4on survey 

PI: Starkenburg & Irwin 

• S2 - Milky Way Halo high-resolu4on survey 
PI: Christlieb 

• S3 - Milky Way Disk and bulge low-resolu4on survey (4MIDABLE-LR) 
PI: Chiappini & Minchev 

• S4 - Milky Way Disk and bulge high-resolu4on survey (4MIDABLE-HR) 
PI: Bensby & Bergemann 

• S5 - eRosita Galaxy cluster redshiR  survey 
PI: Comparat 

• S6 - Ac4ve galac4c nuclei survey 
PI: Merloni 

• S7 - Wide area VISTA extra-galac4c survey (WAVES) 
PI: Driver & Liske 

• S8 - Cosmology redshiR survey 
PI: Kneib & Richard 

• S9 - 1001 Magellanic fields survey  
PI: Cioni 

• S10 - The 4me domain extragalac4c survey (TIDES) 
PI: Sullivan



4MOST - consortium surveys
• S1 - Milky Way Halo low-resolu4on survey 

PI: Starkenburg & Irwin 

• S2 - Milky Way Halo high-resolu4on survey 
PI: Christlieb 

• S3 - Milky Way Disk and bulge low-resolu4on survey (4MIDABLE-LR) 
PI: Chiappini & Minchev 

• S4 - Milky Way Disk and bulge high-resolu4on survey (4MIDABLE-HR) 
PI: Bensby & Bergemann 

• S5 - eRosita Galaxy cluster redshiR  survey 
PI: Comparat 

• S6 - Ac4ve galac4c nuclei survey 
PI: Merloni 

• S7 - Wide area VISTA extra-galac4c survey (WAVES) 
PI: Driver & Liske 

• S8 - Cosmology redshiR survey 
PI: Kneib & Richard 

• S9 - 1001 Magellanic fields survey  
PI: Cioni 

• S10 - The 4me domain extragalac4c survey (TIDES) 
PI: Sullivan

+ 15 Community surveys



4M  I  D  A  B  L  E   
HR

4MOST Milky Way Disk and Bulge 
High-Resolution Survey

co-PIs:
Thomas Bensby (Lund), Maria Bergemann (MPIA)



4MIDABLE-HR

Slide by M. Bergemann

~3 million stars at R = 20 000



Main  
selection

Spectra of >3 million stars with a simple and even selection based  
on Gaia in 3 Galactic quadrants, sampling a volume of > 10 kpc 

all evolutionary stages, MG cut to avoid K dwarfs 



Z-disk

~0.8 million FGK spectra at SNR ~ 250 / Å in the blue 

Neutron-capture 
nucleosynthesis and 
enrichment cycle in the 
Galaxy through analysis of 
light, s-,r- process abundance 
patterns in the local volume

Li, C, N, O, Mg, Si, Ca, Sc, Ti, V, Cr, Mn, Ni, Co, 
Cu, Zn, light s- (Sr, Y, Zr), heavy s- (Ba, La, Ce, 
Pr, Nd), and r-process elements (Sm, Eu, Gd) 

Isochrone ages!



Asteroseismic samples
585 000 asteroseismic targets 

– selection based on Gaia, K2 and TESS, PLATO
– main-sequence, subgiants, red giants, red 
clump; 

global seismic parameters (νmax, Δν)  
=> radii, masses, ages 



Deep Bulge 68 000 targets

global seismic parameters (νmax, Δν)  
=> radii, masses, ages 



Deep Bulge 68 000 targets + 10000 targets

Galactic bulge time 
domain survey / 
asteroseismic fields with 
the Nancy Grace  Roman 
Space Telescope:

global seismic parameters 
(νmax, Δν)  
=> radii, masses, ages 



Metal-poor disk and bulge
≈ 70 000 metal-weak candidates
[Fe/H]<-1.5, based on Andrae et al. (2022) all-sky Gaia Bp/Rp analysis
most metal-poor part of the bulge (Rix et al. 2022)



Will it work?



6 A. Miglio et al.: PLATO as it is: a legacy mission for Galactic archaeology

regions, and b) another two fields at l = 90 or 270 and
l = 180 (|b| ∼30) to well sample the whole disk. Be-
cause the field diameter is ∼ 45-deg wide, at |b| = 30 one
will still reach objects close to the non-heavily extinct
Galactic plane (sampling |b| down to 10-15 degrees). By
adding extra fields covering even lower latitudes (b = ±
4) one would be able to better explore the Bulge struc-
ture (the long bar at l = +15-20 at b=4-5 – Wegg et al.
(2015), as well as the Baade’s window at b= −4).
• Mono-age populations: The fast evolution anticipated

for the earliest phases of our Galaxy (building the halo,
bulge, thick disk and inner-thin disk early on, around
1 to 4 Gyr after the Big Bang) defines the accuracy of
the ages that would be desirable for studying Galactic
archaeology in this early epoch. An age precision of
about 10% is required to follow in detail the formation
and early evolution of the thin and thick disks of our
Galaxy, and in particular to identify the transition be-
tween α-rich and α-poor disks over large Galactic vol-
umes (ideally 0 < Rgal < 20 kpc, and 0 < |z| < 3 kpc).
This requirement is met and surpassed for a duration of
the observations of the order of 5 months or more, as
will be shown in the next Sections.
• The age-velocity dispersion relation: In addition, with

accurate age information (with uncertainties below ∼1
Gyr for the oldest age bins) for α-rich and α-poor stars,
and with a large volume coverage of the disk (3 < Rgal <

12 kpc and 0 < |z| < 3 kpc), it will be possible to mea-
sure the radial scale-length and vertical scale height as
a function of Galactocentric radius for mono-age disk
populations. The current suggested fields, centered on
b =30 but reaching b ∼ 5 deg, are ideal for this. In the
redshift interval between z = 3 (∼13 Gyr) and z = 1 (∼8
Gyr), the velocity dispersion of the gas in star-forming
disk galaxies decays from about 80 km s−1 to about 30
km s−1 (e.g. Wisnioski et al. 2015). Maps of the age
vs. velocity dispersion at the different locations of the
Galactic disk would enable the detection of a sudden
change of the radial velocity dispersion at the oldest
ages, in case the same happens for our Galaxy.

With the above requirements fulfilled, PLATO will rep-
resent a legacy for Galactic archaeology, uncovering the
Milky Way assembly history, which no other mission is
able to accomplish in the foreseable future. These data will
enable the construction of maps of the radial and verti-
cal metallicity gradients and of the width and skewness of
the metallicity distribution function at different locations,
for mono-age populations of stars. This will provide strong
constraints on the relevance of radial migration, which is
closely related to the nature and strength of the spiral arms
and bar, to the birth place of the Sun as well as to the merger
history of the Galaxy. By comparing these data with ad-
vanced chemodynamical simulations, it will be possible to
re-construct the metallicity distributions of mono-age popu-
lations and quantify the impact of radial migration along the
Milky Way evolution. The inferred metallicity distribution

WEAVE
4MOST

STEP08

Fig. 2 Upper panel: Projection of the two preliminary
long-duration (LD) fields (Southern Plato Field, North-
ern Plato Field) and ten step-and-stare fields (STEP01 to
STEP10), all centred at |b| = 30, in the Galactic reference
frame. The red line is the LD pointing requirement limit.
The LD fields are colour-coded on an inverted scale. In
the current instrument design various parts of each field are
monitored by 24, 18, 12 or 6 cameras (as indicated by dif-
ferent colours). The field selected for this study (STEP08) is
encircled by a thick dashed line (Figure taken and adapted
from the PLATO Definition Study Report). Lower panel:

expected sky coverage of the forthcoming spectroscopic
surveys 4MOST and WEAVE superposed on an IRAS map
of the sky (Miville-Deschênes & Lagache 2005).

of star-forming regions at different epochs will be compared
with the metallicity distribution of high-redshift galaxies
which will soon be more accurately observed with Adaptive
Optics and Integral Field Unit data with 30-m-class tele-
scopes (e.g. current state-of-the-art with KMOS/VLT seen
in Wuyts et al. 2016).

As the target selection will be based on Gaia data, one
will have all the information needed for modelling the selec-
tion biases involved. In addition, possible biases related to
the detectability of solar-like oscillations can be accounted
for (e.g., see Chaplin et al. 2011).

4 Expected seismic performance

We make use of the experience acquired with the analy-
sis of Kepler observations to quantify the expected perfor-
mance for PLATO. We focus on evolved stars, which repre-
sent ideal probes of Galactic structure, primarily thanks to
their intrinsic brightness (see Section 2), and whose oscil-
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4MOST vs WEAVE 

WEAVE: 

outer disk, 

anti-centre


4MOST:

inner disk, bulge


Complementary, so

it is important to 


have cross-calibration 

fieldsMiglio et al. (2017)
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First light next year!


