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Accelerators and time 
sensitive Cyber-Physical 

Systems (CPS)
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GPUs - Introduction

▌General purpose GPUs are

Ever-growing high-throughput accelerators

Providing an increasingly mature ecosystem with 

affiliated APIs & dedicated hardware 

▌They’re not :

Providing, out-of-the-box, means to prioritize deadlines over throughput (yet)

Effortless to integrate to time-sensitive cyber-physical systems



4

REF xxxxxxxxxxxx rev xxx – 01/06/2022

Thales Research & Technology France
THALES GROUP LIMITED DISTRIBUTION

Use case CPS – Micado HRTC

Micado HRTC module

Hardware diversity implies :

• Data movement

• Hardware Synchronisation

• Monitoring

Focus of this 

presentation 
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GPU - time-sensitive computing 

▌Complex pipelines & GPU workloads introduce jitter inherent to GPU computing

▌ It is possible to reduce jitter using GPU synchronization strategy

▌ This is a solution proposed by the Observatoire de Paris for AO RTC
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GPU - time-sensitive computing 

Schematic representation of an application critical path over 

time using Naive and GPU sync strategy
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Results obtained with a simplified RTC

Time to solution histogram and execution profile using 2 different synchronization 

mechanisms over 1M iterations
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GPUs – design challenges

▌Out of the original software design for the GPU, tricky to maintain

▌New GPUs vendors coming, does it imply new development process?

▌Can we decrease response time variability yet again ?
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OpenMP API : 
Parallel programming for 

productivity
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OpenMP - introduction

▌Mature language constantly reviewed (last release Nov 2021, v5.2)

One of industrial standards in HPC for shared-memory systems

Active research community with an increasing interest on the embedded domain 

Barcelona Supercomputing Center has a leading research position on that matter

▌Productivity

performance

- Support for different types parallelism and accelerator devices.

Portability

- Supported by many chip vendors (Intel, IBM, ARM, NVIDIA, TI, Gaisler, Kalray).

Programmability

- Interoperability with other programming models (e.g., CUDA, OpenCL).

-Allows incremental parallelization and can be easily compiled sequentially.
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Barcelona Supercomputing Center - OpenMP tasking model

Slide credit : Eduardo Quiñones – Barcelona Supercomputing Center
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Barcelona Supercomputing Center – OpenMP GPU Graph model

Slide credit : Eduardo Quiñones – Barcelona Supercomputing Center
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Introducing GPU graphs
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GPU graphs - Introduction

▌Available using Nvidia and AMD ecosystems

▌Define a directed acyclic graph of kernels

▌Greatly reduce kernels overheads.
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GPU graphs – a powerful tool to reduce time variability

Without graphs

With graphs
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GPU graphs – Theoretical performance

Time to solution histogram and execution profile using 3 different synchronization 

mechanisms over 1M iterations on a benchmark application

MET (μs) WCET (μs) RMS jitter (μs)

GPU sync 384.1 400.3 5.0

GPU sync & graph 326.2 331.8 1.1

CPU sync 466.2 482.6 1.6
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Event-based 
OpenMP synchronizations
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Proposal : event-based OpenMP task
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OpenMP – Main contributions

generatedUser code
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Results with an AO RTC pipeline
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Takeaways

▌A new extension to OpenMP tasking model

▌Available for both AMD ROCm and Nvidia CUDA accelerators

▌ In our use cases, we never exceeded 10μs of RMS jitter and 30μs of max jitter

▌A lot of room for improvement (conditional graphs, device launched graphs)
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Thank you
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