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The information contained in this manual is intended to be used in the ESO
VLT project by ESO and authorized external contractors only.

While every precaution has been taken in the development of the software

and in the preparation of this documentation, ESO assumes no responsibil-

ity for errors or omissions, or for damage resulting from the use of the soft-
ware or of the information contained herein.
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1 INTRODUCTION

1.1  Purpose

This document describes how to create and maintain environments of any type (Rtap, Qsemu,
LCU) with respect to the VLT standards. It contains the instructions for the VLT-tools to support
these tasks, which are part of the workstation-based vcc and envs modules, and the LCU-based
boot enabler, named Icuboot.

The environment setup and configuration features are provided as:

1. aset of GUI panels for manual control of environments.
These interactive panels make use of:

2. aset of WS commands to create, start, stop, delete, and check all types of environments. These
commands are also used by higher level procedures (e.g. automatic test support tool kit).

For LCUs, these commands can generate files which are compatible with:
3. asetof LCU library functions that facilitate the boot procedure.

1.2 Scope

The User Manual part of this document describes the following VLT software modules:

= Icuboot from version 1.29 for LCU booting functions
= vcc from version 2.7 for environment setup and configuration
= envs from version 1.17 for basic environment creation from templates

The document assumes that the reader has a good knowledge of UNIX and the VxWorks operating
systems.

1.3 Reference Documents

The following documents contain additional information and are referenced in the text.

[1] VxWorks Version 5.3 Programmer’s Guide
Wind River Systems

[2] VxWorks Version 5.3 Reference Manual
Wind River Systems

[3] HOS/ACC - User Manual
VLT-MAN-ESO-17230-1023, 1.1

[4] HOS/ACC - Software User Manual
VLT-MAN-ESO-17230-1024, 1.1

[5] Q-Server Emulator User Manual
VLT-MAN-ESO-17210-0422, 3.0

[6] VLT Software Problem Report Change Request User Manual

VLT-MAN-ESO-17200-0981, 2.0 15/01/96
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1.4 Abbreviations And Acronyms

The following abbreviations and acronyms are used in this document:

ACC Access and Configuration Control
CCsS Central Control Software

HW Hardware

170 Input/Output

LAN Local Area Network

LCC LCU Common Software

LCU Local Control Unit

N/A Not Applicable

(OR] Operating System

SW Software

TBD To Be Defined

VCCDB VLT Common Configuration Database
VLT Very Large Telescope

WS Workstation

1.5  Stylistic Conventions

The following styles are used:
bold - in the text, for commands, filenames, prefixes/suffixes as they have to be typed.
italic - in the text, for parts that have to be substituted with the real content before typing.
tel et ype -forexamples.
<namne> in the examples, for parts that have to be substituted with the real content before typing.

bold and italic are also used to highlight words.

Items which are subject to change in future versions are marked in this way (AuthorRemark).
DJery important items are marked in this way (Warning).

1.6 Naming Conventions

This implementation follows the naming conventions as outlined in the VLT Programming Stan-
dards.

1.7 Problem Reporting and Change Request

See [6] for instructions.
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2 CONFIGURATION DATABASE

2.1 Purpose of the VCCDB

The main idea of a VLT common configuration database (VCCDB) is to have a single centralized
configuration definition for the whole network, from which all host-based files can be derived, and
from which configuration data can be queried by engineering interfaces and applications at run-
time.

The SQL-based database of the Access and Configuration Control (ACC) module has been chosen
for this purpose, since it contains - apart from other data - all information that are relevant for envi-
ronment configuration. 1

To set up such a database, please refer to the dedicated ACC documentation for details [4].

2.2 On-line Configuration Access

The vcce tools can work with or without a VCCDB, but the functionality without it will be very lim-
ited. Some of the tools and programs will not work at all. The ACC database is queried for configu-
ration information at run-time.

In order to access the VCCDB at run-time, you have to set the shell-variable ACC_HOST to the host
on which the database server is running, e.g.:

setenv ACC_HOST te49
After that the configuration information is taken from that VCCDB.

If you wish to work without VCCDB, then you must not define the shell-variable ACC_HOST and,
so that no access will take place.

Note that none of the tools and functions described in this manual ever writes into the VCCDB.
Only ACC facitlities are intended to write to the database.

1. In the JUL95/DEC95 release a prototype of the VCCDB was implemented as Rtap database. Such implemen-
tation is no more available. The shell-variable VLT_VCCENV shall not be defined any longer.
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2.3  System Configuration Files

EEIobaI configuration files can be derived automatically from the VCCDB. Such a feature will be
added in a future release. For the time being, these files shall still be edited by hand.

The following table shows which files are needed for which type of environment, and in which
manual pages detailed information about their contents can be found:

File Man-Page Needed for type
HP-UX: Zetc/exports exports(4) LCU
Sun-Solaris: Zetc/dfs/dfstab dfstab(4)
/etc/hosts hosts(4) RTAP, QSEMU
/etc/services services(4) RTAP
SVLTDATA/ config/logLCU.config logLCU.config(5) RTAP, QSEMU
$VLTDATA/config/lgs.boot Igs.boot(5) LCU
$VLTDATA/ config/CcsEnvList not jet avalaible QSEMU
/etc3RTAPROOT/RtapEnvList RtapEnvList(4) RTAP
~vx/.rhosts remsh(1) or rsh(1) LCU

231 exports (HP) or dfstab (SUN)

All LCUs that boot from the WS must have an entry in this file to allow NFS mounting. Note that an
additional command is necessary to commit any changes in the file.

2.3.2 hosts

All nodes, WS and LCU, must have an entry in this file to establish the mapping between host-
names and IP-addresses.

2.3.3 services

From the communication point of view, each environment is identified by the node on which is run-
ning and a TCP/IP port number. The same number can be used on different nodes for the same type
of environment. Currently we use:

= 2160 for LCU environments
e 2223 for QSEMU environments
< one number in the range 2001-2999 for each RTAP environment
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2.34 logLCU.config

To establish the assignment between LCU and WS environment to which logs shall be sent.

2.35 Igs.boot

Each LCU needs to know from which host it has to boot and which are the other environments:
CCSs and QSEMUs (an LCU should not talk directly to other LCUs). If LCU(s) need to communi-
cate with more WS environments than the assigned boot environment, then the file “S$VLTDATA/
confi g/l gs. boot” must be created and edited. The standard file in “$VLTROOT/ vw bi n/
$CPU/ | gs. boot ” can be taken as template. Otherwise the installed default is enough.

2.3.6 RtapEnvList

Each CCS (RTAP) environment needs to know where other CCS, QSEMU, LCC environments are
located, they can be both local or remote to the WS. Rt apEnvLi st provides such a mapping.

2.3.7 CcsEnvList

This is the equivalent of RtapEnvList for CCS-Lite Environment. It also uses the same sintax. A tem-
plate is installed in $VLTROOT/ conf i g/ CcsEnvLi st.

2.3.8 .rhosts

The LCU performs during start-up remote-shell accesses to the booting WS under the user-name

‘vx’. In order to enable that, the node-name of the LCU must be stated in the file ~vx/ . r host s, i.e.
in the home-directory of user vx..
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3 UNDERSTANDING ENVIRONMENTS

3.1  Types of Environments

The VLTSW is based on the concept of environments where processes can run and exchange mes-
sages with other processes, either in the same environment or in a remote environment, on the same
machine or in other machines.

Environment can be;

CCS environment (on WS)
based on an RTAP environment, providing database and communication facilities (g-server),
and used to build WS applications. There can be one or more such environments per WS.

CCS-Lite (or QSEMU) environment (on WS)
a limited environment used when no RTAP is installed (CCS-Lite). The present version
provides both database and communication facilities.

LCC environment (on LCU)
provides database and communication facilities (lcu-Qserver) to build WS applications.
Maximum one environment per LCU. There can be one or more such environments per WS

An environment is uniquely identified by the environment name. Remember that environment
names are limited to 7 chars and the first letter is mandatory “w” for WS and “I” for LCU.

REMARK: Real VLT environment names must follows the conventions defined by the applicable
version of ”VLT LAN'’s Specification”. In the following example generic names are used.

3.2 Tools to Manage Environments

The following WS-based tools are available for the user:
= vccEnv* - a set of commands to deal with all types of environments (see 8.1)
= vccEnv - a panel that allows interactive use of the vccEnv* commands (see 4)
= vccConfiglcu - a panel specifically intended for configuration of LCU environments (see 5)

—| veeConfiglcu@wtltcs =]
= vecEny @tedd 15 |
| Host IP Address _ TCPPort CPU__ Host Type
TergetLCUal  +| [ls0ale [134.171.51.42  [eie0  |iCsB0d0 Jesk Vﬁq
Environment [trat -+ Appl
| e pply Boot WSifwdics_+| lob0tes [154.171.51.1  [esor | hppa | hpa7ao |
GENERAL OPTIONS ~ LCU OPTIONS Boothome: [7diskb /Lt dat a/ENVIRONMENTS, LEOALE
LCU Modules Configuration:
- LCU | LoUHost a4 “CUjhodules Confuration: VAROOT: [/diskb /v, 3/target | BSPifmvier 4 Single ~ Master « Slave
b & ROOT CONFIGURATION 1 Load cuboot from INTROOT
WS Host: [te37 +|  Boot Env: utitcs +| @ Take from Template VLTROOTofiics  +| otk vTEmver P[54 170,501
Command Timeost te3 LCU Reboot Timeot (el INTROOT: tDtcs  +| /i sk TCS/ nerost VLTCHS70523 IP: [134.171.50.1
—3 I 0 NETWORK CONFIGURATION
10 100 30 600 Boot User: s NFS User: [ox 136 Subnet Mask [Freeero0
Password; NFS Group:[vie 300 Gateway P
FLE PRI Main Host: [Teoale  Main Host IP: 134,171,561, 42 Backplane IP:[
Destination: [sVLTDATA/ENVIRONMENTS/ TeTale] 2nd Host: 2nd Host IP
Template:  [£=37: sVLTDATA/ENVIRONENTS, LEOaLE 3rd Host ard Host IP
MODULES CONFIGURATION DEVICES CONFIGURATION  PROCESSES
COMMAND OUTPUT _ verpose — System Mod:_ User Mod! Devices
lcudry finducer 3 facra A
vocEnvtheck -z LtIsLt -t LOU -h te37 -d $VLTDATA/ENVIRONENTS/Leialt louins oo m—
o ™ fa Addbelowr | [17kon Count:
i cro at 1 tm E
Letale fkon fkens Remove
faio s T 12
ftim fesvee
lee e o | _
cai Reset o
scan Reset —I ,0—
F userScript Add [Remove] Reset
Target Files: -
[ | : Remove
Check | Create | init | Stat | Stop | Delete | Config. J ESSE Edit
v
Create Env Read Files Write Files Configure LCU_ | Reboot LCU

Their usage is described by examples in the next sections.
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3.3  Operations on Environments
The provided tools implement some standard operations on environments.

The diagram shows which operations are defined. They exist for each type of environment, al-

though the underlying steps are type-dependent: .

Delete

|

Environment exists

The following examples will explain the meaning of the operations for each environment type.

In order to execute the examples, please first start the vccEnv panel from the command line. Refer to
chapter 4 for full instructions.

3.4 To Setup an RTAP Environment

The following steps demonstrate the possible actions with an RTAP environment named wtest, and
assigned to host te49.

= Create the environment:
Enter wtest as environment-name and press <Return>.
Then press the Create action-button.
Executing: vccEnvCreate -e west -t RTAP -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt est
vccEnvCreate: copy standard tenplate to “ted9:/vlt/data/ ENVI RONMENTS/ wtest” ...

vccEnvCreat e: nmake database from “te49:/vlt/data/ ENVI RONVENTS/ wt est/dbl ™ ...
vccEnvCreate: nmake env. directory world witable ...

Application-specific databases must be added manually in the dbl subdirectory now, inclusive
the make db. Alternatively, a template can be specified in the panel before Create, which then
overrides the defaults, see chapter 4.

= Configure the environment:

At this point the environment usually needs to be further configured for your specific case, e.g.
the RtapEnvTable must be modified to add more application processes. Do do this, press the
Config action-button to start Rtap’s configuration facilities, or edit the file $VLTDATA/
ENVIRONMENTS/wtest/RtapEnvTable.normal directly.

Note that RtapEnvTable.normal will be copied to RtapEnvTable during the Init operation.

< Initialize the environment:
Press the Init action-button and confirm the dialog.
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Executing: vccEnvlinit -e west -t RTAP -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt est

RTAP/ Pl us Copyright (c) Hew ett-Packard (Canada) Ltd. 1988-1994
Al rights reserved.
Real - Ti e Applications Platform (RTAP/ Plus) rel ease A 06.60

vccEnvlnit: create enpty database in “te49:/vlt/data/ ENVI RONVENTS/ wt est”
vccEnvlnit: | oad database from DB branch ...
vccEnvlnit: restore normal RtapEnvTable ...

= Check the environment before start;

Press the Check action-button. All checks should be OK until the sequence comes to processes,
which are not running at this point.

Executing: vccEnvCheck -e west -t RTAP -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt est

vccEnvCheck: | ocate environnment directory “te49:/vlt/data/ ENVI RONVENTS/ wt est”
vccEnvCheck: |ocate west in /etc/services ...

vccEnvCheck: locate te49 in /etc/hosts ...

vccEnvCheck: |ocate west in /usr/rtap/etc/ Rt apEnvLi st

vccEnvCheck: send PI NG command to cndManager

vccEnvCheck@e49: Error: failed to send PING command to cndManager:

---------------- Error Structure ----------------

Time Stanp : 96-06-10 13:31:58.419563

Process Nunber : 66 Process Nane : msgSend

Envi r onnment : west Stackld : 2 Sequence : 4

Error Nunber ;24 Severity : W

Modul e . CCs Location : ccslnit.c

Error Text : CCSERR_ENV_NOT_ACTI VE : Environment wtest not active

child process exited abnormally
vccEnvCheck: FAI LED.

e Start the environment:
Press the Start action-button.

Executing: vccEnvStart -e west -t RTAP -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt est

vccEnvStart: store log in “/vlt/data/ ENVI RONVENTS/ wt est/ . Rt apSchedul er. | 0g”
vccEnvStart: run RtapSchedul er in background ...

e Check the environment after start;

Press the Check action-button a second time. Now all checks should be OK.
Executing: vccEnvCheck -e west -t RTAP -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt est

vccEnvCheck: | ocate environnment directory “te49:/vlt/data/ ENVI RONVENTS/ wt est”
vccEnvCheck: |ocate west in /etc/services ...

vccEnvCheck: locate te49 in /etc/hosts ...

vccEnvCheck: |ocate west in /usr/rtap/etc/ Rt apEnvLi st

vccEnvCheck: send PI NG command to cndManager

vccEnvCheck: send PI NG command to | ogManager

vccEnvCheck: send PI NG comand to nsgServer

= Stop the environment:
Press the Stop action-button.
Executing: vccEnvStop -e wtest -t RTAP -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt est
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vcCEnvSt op: update snapshots with RtapForceSnap ...
vcCEnvStop: stop west with RtapShutdown ...

e Delete the environment:

Press the Delete action-button and confirm the dialog.

Executing: vccEnvDelete -e wtest -t RTAP -h te49 -d $VLTDATA/ ENVI RONMVENTS/ wt est

vccEnvDel ete@e49: Warning: failed to unprotect environnent files under \
“ted9:/vlt/data/ ENVI RONVENTS/ wt est ”:

chnod: can’t change .licensed: Not owner

vccEnvDel ete: |l ocate environnment directory “ted9:/vlt/data/ ENVI RONVENTS/ wt est”

vccEnvDel ete: unprotect environnent files under “ted9:/vlt/data/ ENVI RONVENTS/ wt est”
vccEnvDel ete: delete environnent files under “ted49:/vlt/data/ ENVI RONVENTS/ wt est”

3.5  To Setupa QSEMU (CCS-Lite) Environment

The following steps demonstrate the possible actions with a QSEMU environment named wtestgs,
running on host te49.

e Create the environment:
Enter wte49qs as environment-name and press <Return>. Then press the Create action-button.
Executing: vccEnvCreate -e we49gs -t QSEMJ -h te49 -d $VLTDATA/ ENVI RONMVENTS/ wt e49gs

-s Y7 -1 -w fwted49gs’ -mfminimum -

vccEnvCreate: copy standard tenplate to “ted9:/vlt/data/ ENVI RONVENTS/ wt e49qs”
vccEnvCreat e: | ocate environnment directory “ted9:/diskalvlt/datal/ ENVI RONVENTS/
wt e49¢qs”

vccEnvCreate: make database from “te49:/di ska/vlt/data/ ENVI RONVENTS/ wt e49qs/ dbl ”
vccEnvCreate: make env. directory world witable ...xecuting: vccEnvCreate -e westqs

-t QSEMJ -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt est s

= Check the environment before start:
Press the Check action-button. All checks should be OK until the sequence comes to processes,
which are not running at this point.
Executing: vccEnvCheck -e we49qgs -t QSEMU -h te49 -d $VLTDATA/ ENVI RONMVENTS/ wt e49¢gs -
s ‘7 -1 7 -w ‘wed49gs’ -m ‘mninmum -j

vccEnvCheck: | ocate environnent directory “ted9:/diska/vlt/data/ ENVI RONVENTS/ wt e49gs”

vccEnvCheck: | ocate wed49qs in /etc/services ...

vccEnvCheck: locate ted49 in /etc/hosts ...

vccEnvCheck: | ocate we49qs in /vlt/datal/config/ CcsEnvLi st
vccEnvCheck: send PI NG comand to cndManager

vccEnvCheck@e49: Error: failed to send PING conmand to cmdManager:

---------------- Error Structure ----------------

Ti ne Stanp : 98-11-02 11:45:01.888001

Process Nunber : 74 Process Nane : nsgSend

Envi r onnment : wed49gs Stackld : 2 Sequence : 2
Error Nunber 1 24 Severity : W

Modul e . ccs Location : ccslnit.c

Error Text : ccsERR ENV_NOT_ACTI VE : Environment wt e49qs not active
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child process exited abnormally
vccEnvCheck: FAI LED.

e Start the environment:
Press the Start action-button.
Executing: vccEnvStart -e we49qgs -t QSEMJU -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt e49qs
-s -1t -w ‘wed49qgs’ -m fmininum -

vccEnvStart: store log in “/diskal/vlt/datal/ ENVI RONVENTS/ wt e49qs/ . ccsSchedul er. | og”

vccEnvStart: run ccsSchedul er in background ...

vccEnvStart: verify start-up |og /diskal/vlt/datal/ ENVI RONVENTS/ wt e49qs/ . ccsSchedul -
er.log ...

vccEnvStart: register to wed49qgs and verify database access ...

e Check the environment after start:
Press the Check action-button a second time. Now all checks should be OK.
Executing: vccEnvCheck -e we49qgs -t QSEMJ -h te49 -d $VLTDATA/ ENVI RONVENTS/ wt e49gs

-s Y7 -1 -w fwted49qgs’ -mfminimum -
vccEnvCheck: | ocate environnent directory “te49:/diskal/vlt/data/ ENVI RONMENTS/
wt e49qgs”

vccEnvCheck: |ocate wed49qgs in /etc/services ...
vccEnvCheck: locate te49 in /etc/hosts ...

vccEnvCheck: |ocate we49qgs in /vlt/datal/config/ CcsEnvLi st
vccEnvCheck: send PI NG command to cndManager

vccEnvCheck: send PI NG command to | ogManager

vccEnvCheck: send PI NG comand to nsgServer

= Stop the environment:

Press the Stop action-button.
Executing: vccEnvStop -e wte49qgs -t QSEMJ -h te49 -d $VLTDATA/ ENVI RONMENTS/ wt e49qs -
s ‘7 -1 "7 -w 'wed49gs’ -m ‘mnimunm -j

vcCcEnvSt op: update snapshots with dbForceSnap ...
vccEnvStop: stop wte49qs with ccsShutdown ...

e Delete the environment:

Press the Delete action-button and confirm the dialog.
Executing: vccEnvDelete -e wte49qgs -t QSEMJ -h te49 -d $VLTDATA/ ENVI RONMVENTS/ wt e49qs

-s -1t -w ‘wed49qgs’ -m fmininum -

vccEnvDel et e: |ocate environment directory “ted9:/diskal/vlt/data/ ENVI RONMENTS/
wt e49qgs”

vccEnvDel ete: unprotect environnent files under “te49:/diska/vlt/data/ ENVI RONVENTS/
wt e49qgs”

vccEnvDel ete: delete environment files under “te49:/diskal/vlt/datal/ENVI RONVENTS/
wt e49qgs”
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3.6 To Setup an LCU Environment

The following steps demonstrate the possible actions with an LCU environment named ltest, which
is assigned to the LCU-node te41 and shall boot from wtest.

e Create the environment;

Enter Itest as environment-name and press <Return>. Adjust the fields LCU-host and Boot-Env
in the LCU Options and select Maximum for module-configuration. Then press the Create
action-button.

Executing: vccEnvCreate -e ltest -t LCU -h te49 -d $VLTDATA/ ENVI RONVENTS/ | t est \
-s Y7 -l ‘ted4l’ -w ‘wtest’ -m ' maxinmumn

vccEnvCreate@e49: Warning: Vcclnfo: no valid result fromquery: GetByEnv wtest host-
Name

vccEnvCreate@e49: Error: failed to generate boot Script using: maximm

Vcclnfo: no valid result fromquery: GetByEnv |test {hostName tcpPort}

vccEnvCreate: copy standard tenplate to “ted9:/vlt/data/ ENVI RONMENTS/ | test”
vccEnvCreate: nmake database from “te49:/vlt/data/ ENVI RONVENTS/ | t est/ dbl”
vccEnvCreate: nmake env. directory world witable ...

vccEnvCreate: generate boot Script using: maxi num. ..

vccEnvCreate: FAI LED.

In this example no VCCDB is used, therefore some values could not be queried, and the
procedure failed to create a fully configured bootScript. In such a case, all missing configuration
parameters must be added manually in the next step. Otherwise further configuration is
optional.

Application-specific databases must be added manually in the dbl subdirectory now, inclusive
the make db. Alternatively, a template can be specified in the panel before Create, which then
overrides the defaults, see chapter 4.

= Configure the environment:
We assume now that the previous step failed (partly) due to the missing VCCDB.
Press the Config action-button to start vccConfigLcu (see chapter 5). Enter Itest again and press
<Return>, then enter all missing parameters in order.
The module configuration can now be adjusted according to your specific case.
Finally press the Write Files button to regenerate the target files.
= Initialize the environment:
Press the Init action-button and confirm the dialog.
Executing: vccEnvinit -e ltest -t LCU-h ted49 -d $VLTDATA ENVI RONMENTS/ | test -1 ‘te4l’

vcCcEnvlnit @e49: Warning: Vcclnfo: no valid result fromquery: GetByEnv wtest host Nane
vccEnvl nit: execute boot Change sequence on LCU te4l and reboot

e Check the environment before start:;

Press the Check action-button. All checks should be OK until the sequence comes to processes,
which are not running at this point.

Executing: vccEnvCheck -e ltest -t LCU -h te49 -d $VLTDATA/ ENVI RONMVENTS/ | t est \
-l ‘ted4l’ -w ‘west’

vccEnvCheck: Warning: Vcclnfo: no valid result fromquery: GetByEnv wtest host Nane
vccEnvCheck: | ocate environment directory “te49:/vlt/data/ ENVI RONVENTS/ | t est”
vccEnvCheck: locate Itest in /etc/services ...

vccEnvCheck: |ocate west in /etc/services ...

vccEnvCheck: locate ted49 in /etc/hosts ...
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vccEnvCheck:
vccEnvCheck:
vccEnvCheck:
vccEnvCheck:
vccEnvCheck:

vccEnvCheck@e49: Error:

locate ted4l in /etc/hosts ...

locate ted4l in /etc/exports ...

locate Itest in /vlt/data/config/logLCU config ...
locate wtest in /vlt/datal/config/logLCU config ...

send PI NG command to inducer Server

failed to send PI NG conmand to inducer Server:

---------------- Error Structure ----------------
Ti me Stanp 96- 06-10 14:47:14.101329
Process Nunber 66 Process Nane : nsgSend
Envi r onnent w est St ackl d 2094 Sequence : 2
Error Number 24 Severity : W
Modul e msg Location : msgSetFilter.c
Error Text ccsERR_ENV_NOT_ACTI VE : Environnent Itest not active

child process exited abnornmally
vccEnvCheck: FAI LED.

e Start the environment:

Adjust the timeout scales in the LCU Options according to the estimated values (the default
settings will usually be sufficient for standard database and module configuration). Then press
the Start action-button. After a few seconds a pop-up window appears that displays the
output during the reboot of the LCU.

vccEnvStart -e Itest -t LCU -h te49 -d $VLTDATA/ ENVI RONMVENTS/ | t est \

-w ‘wtest’

Executi ng:
-1 ftedl’

vccEnvStart @e49: Warning: Vcclnfo:
Narme

vccEnvStart:
vccEnvStart:
vccEnvStart:
vccEnvStart:

no valid result fromquery: GetByEnv west host-

reboot LCU te4l with VWxWorks only ...

install bootScript in boot-line on LCU te4l ...

store boot output in “/vlt/data/ ENVI RONVENTS/ I test/.reboot. | o0g”
execute bootScript on LCU te4l (tineout: 300 s)

e Check the environment after start;
Press the Check action-button a second time. Now all checks should be OK.

vccEnvCheck -e Itest -t LCU -h te49 -d $VLTDATA/ ENVI RONMVENTS/ | t est \

-w ‘wtest’

Executi ng:
-1 ted4l’

vccEnvCheck@e49: Warning: Vcclnfo: no valid result fromquery: GetByEnv wtest host-

Nane

vccEnvCheck: | ocate environnment directory “te49:/vlt/data/ ENVI RONVENTS/ | t est”
vccEnvCheck: locate Itest in /etc/services ...

vccEnvCheck: locate west in /etc/services ...

vccEnvCheck: locate te49 in /etc/hosts ...

vccEnvCheck: locate te4l in /etc/hosts ...

vccEnvCheck: locate te4l in /etc/exports ...

vccEnvCheck: locate Itest in /vlit/data/config/logLCU config ...
vccEnvCheck: |ocate west in /vlit/datal/config/logLCU config ...
vccEnvCheck: send PI NG command to i nducer Server

vccEnvCheck: send PING command to | ccServer

vccEnvCheck: send PI NG command to nmsgServer

vccEnvCheck: send PING command to rdbServer

= Stop the environment:

Press the Stop action-button. After that the LCU will no longer be accessible via message
system.
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Executing: vccEnvStop -e Itest -t LCU -h te49 -d $VLTDATA/ ENVI RONMENTS/ | t est \
-1 ‘ted4l’ -w ‘west’

vcCEnvSt op@e49: Warning: Vcclnfo: no valid result fromquery: GetByEnv wtest host Nane
vccEnvStop: uninstall bootScript and reboot te4l with VWxWorks only ...

e Delete the environment:

Press the Delete action-button and confirm the dialog.

Executing: vccEnvDelete -e ltest -t LCU -h te49 -d $VLTDATA/ ENVI RONVENTS/ | t est \
-l ted4l -w ‘west’ -m‘maxi num  -j

vccEnvDel ete: Warning: Vccinfo: no valid result fromquery: GetByEnv wtest host Nanme
vccEnvDel ete: | ocate environment directory “ted9:/vlt/data/ ENVI RONVENTS/ | t est”
vccEnvDel et e: unprotect environment files under “te49:/vlt/data/ ENVI RONMVENTS/ | test” ..
vccEnvDel ete: delete environment files under “te49:/vlt/data/ ENVI RONVENTS/ | test”

3.7 To Create an Environment Off-Line

In special cases it is necessary to create the enviornment files on a different (off-line) machine, and
move the files later to their final target. The vccEnvCreate program supports that by means of the *-d’
option. The operation is only possible from the command line, not from the vccEnv panel. In this ex-
ample the enviornment ItOhb is actually assigned to wtOtcs, but created on te67:

> vccEnvCreate -e |tOhb -d te67:

Warning: Files are created on te67, but only operational when noved to w Otcs!
vccEnvCreate: copy standard tenplate to “te67:/vlt/data/ ENVI RONMENTS/ | t Ohb”
vccEnvCreate: |locate environnent directory “te67:/diskb/vlt/data/ ENVI RONVENTS/ | t Ohb”
vccEnvCreate: generate bootScript using configuration-set: mnimm...

vccEnvCreate: generate boot Change sequence scripts ...

vccEnvCreate: nmake database from “te67:/di skb/vlt/ data/ ENVI RONVENTS/ | t Ohb/ dbl ”

Similar off-line operation is possible with vccEnvDelete, but not with the other vecEnv* programs.
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4 ENVIRONMENT SETUP - vccEnv

This chapter describes version 2.7 of the vcc module. VCC

||
41 Ove I’ViEW vecEnv@ tedd |

The vccEnv panel allows to perform common maintenance operations for a specific environment.
All environments are handled in a uniform way, regardless of which type it is (Rtap, Qsemu, LCU).

Moreover, it is automatically resolved on which host the environment is located, and correspond-
ingly remote operation is selected.

4.2 Starting from the Command Line

% vccEnv &

The program then connects to the VCCDB and the following panel pops up:

ai vccEnv@ted9 | : |J|

Environment; ﬂ Apply |

GEMNERAL OPTIONS LCU OPTIONS
LCU hModules Configuration:

T LCU  —| LCUHost [talt 4| & bl A e
W3S Host |te3? ﬂ Boot Enw: |wt1tcs ﬂ “ Take from Template
Command Timeout [=] LCU Reboot Timeout [=]
30 300
| I | Ja |
10 100 30 500
FILE OPTIONS

Destination: |$VLTDHTR/ENVIRDHMENTS/ltlald
Template: Ite3?:$VLTDHTH/EHVIRDHMEHTS/1thlt

COMMAND QUTPUT | verbose Status:

Executing: vccEnwCheck -e ltlalt -t LCU -h te37 -d $VLTDATA/ENVIRONMENTS/ltlalt

woccEnwCheck@tedd: Error: failed to execute on remote host ted7:
wccInfo: connected to acc database on ted® (msgl0)

vecEnvCheck: locate environment directory "te37:/vlt/data/ENVIRONMENTS/ltlalt"
vecEnvCheck: locate ltlalt in fetc/services ...

vecEnvCheck: locate wtltcs in Jetc/services ...

vecEnvCheck: locate ted7 in fetc/hosts ...

vecEnvCheck: locate ltlalt in fetc/hosts ..

vecEnvCheck: locate ltlalt in fetc/exports ...

vocEnwCheck: locate ltlalt in /vlt/data/config/logLCU. config ...
vocEnwCheck: locate wtltcs in /vlt/data/config/logLCU. config ...
wccEnwCheck: send PING command to altazSerwer ...

woccEnwCheck: FAILED.

woccEnwCheck@ted7?: Error: failed to send PING command to altazServer:

Check | Create | Init | Start | Stop | Delete | Config... |
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Panel Description

. Choose an environment with the Environment selector; either select from the menu, or type the

name in (with completion function) and press <Return> or the Apply button at the right.

Adjust the General Options and LCU Options if the selected defaults (partly taken from the
database) do not fit. This, however, will rarely be necessary. Note also that some combinations,
although they can be selected, can lead to an inconsistency with the information in the VCCDB,
that is detected when an action is started.

For LCUs two timeouts are of interest in connection with the Init, Start and Stop actions: one for
each shell command that is sent, and one to complete a reboot. Both can be adjusted with the
two scales, in case that errors occur due to insufficient timeout values.

The File Options provide a way to specify another directory where the environment files are or
shall be located (Destination), and which user-provided template directory to use (Template)
during the Create action. All files in this template will override the defaults. The template
directory can be located on another host, in which case the hostname and a colon must be given
as prefix. See the man-page of vccEnvCreate for more, in particualar concerning dbl files and
LCU bootScript handling.

Press an action-button to perform the operation. The result (OK or FAILED) is displayed in the
Status output after completion; during execution RUNNING is displayed instead.

Actions

All actions can be applied to any type of environment.

Check - Check existence and operation of selected environment

Create - Create a new environment with selected nhame and options

Init - Initialize selected environment (RTAP snapshots, LCU boot-line etc.)
Start - Start selected environment with current configuration

Stop - Stop selected environment so that it is not reachable

Delete - Delete selected environment, all files will be removed

The name of the actions match the dedicated programs vccEnv<Action>, that are described in full de-
tail in the reference chapter 8.

Since Init and Delete will overwrite or remove data, a pop-up dialog is presented for confirmation.

The Create actions makes use of the envsCreate program, see reference chapter 8.

Two additional action buttons are available:

BREAK - Eventually break a currently running command

Config - Configure selected environment with a dedicated tool, depending on its type:
= LCU: vceConfiglcu, see chapter 5 in this document
= RTAP: Rtap’s own configuration panel
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5 CONFIGURATION OF LCU ENVIRONMENTS - vccConfigLcu

This chapter describes version 2.7 of the vcc module. VCC

5 . l Ove rv | ew vccConfichu@tealH

This vccConfiglcu panel allows to generate and configure the most important files needed for an
LCU environment, in particular:

= the boot-script executed by the LCU upon start-up that is suitable for the LCU module Icuboot,
see chapter 7.
= the processes-file used by engineering interfaces (ccsei and Iccei)

5.2 Starting from the Command Line

% veccConfiglcu [<environment-name>] &

If an explicit LCU environment is given then the configuration data is immediately read from the
corresponding target files (that must have been previously created), otherwise the environment can
be selected interactively.

« ]

=] vecConfiglcu@wtltcs |

Enviranment Host IP Address TCP Port  CPU Host Type
Target LCU: [ital] ﬂllthlt |134.171,51.42  |2180 |MCEE040 |68k Vﬁq
Boot Ws;|wtgtc5 +| jwtOtocs  |134,171,51,1 |2301
Boothome: |/ diskbev1t data/ENVIRONMENTS 1t 0alt
WHROOT! |/diskb/vwS, 3 target  BSPmvia7 © Single - hMaster - Slave

RQOOT COMFIGURATION

YLTROOT: [wites ﬂ [/diskb vt HOVS7
INTROCT: [wiotcs ﬂ [#diskb/TCS/introot VLTCMI70923

NETWORK COMNFIGURATION
Boot User: v« MFES User |ux

| Load lcuboot from INTROOT
IP: 134,171,511

IP: 134,171,511

138

Create Env

Fead Files

Write Files

Configure LCL |

Subnet Mask: |FFFFFFOO
Passward: MFS Groupifvlt 300 Gateway |P;
hain Host |1toalt hain Host IP: (134,171,581, 42 Backplane IP:
Znd Host: znd Host IP:
3rd Host: 3rd Host IP:

MODULES COMFIGURATION DEVICES CONFIGURATION PROCESSES
System Mod: User kod: Devices: Processes:
Icudry Al finducer 5 3 facro A lccServer
Iculog too IO 1 fain I msyServer
Igs sla Sk (oo | 1 fikon Counts rdhServer
acro alt 1 fim -1 alttrkServer
ikon ikenc Remove | |_|_| altServer
aio axis -1 1z
tim tosvoo | FE— |
Icg trk. Help .. |
cai Reset |
scan Feset | o

il 7 7 userScript v Add |Rem0ue| Reset |

Target Files:
: Reset |

wiltcs:/diskbs/vitdata/ENVIRONMENTS/t0altthootScript
wiltcs:/diskbs/vitdata/ENVIRONMENTS/At0altruserScript Remove |
wiltcs:/diskb/vitdata/ENVIRONMENTS 0 alt'devicesFile .
wiltcs:/diskbrvitdata/ENVIRONMENT S0 alPROCESSES Edit .. |

@

Feboot LCL
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The following section presents quick instructions how to operate the panel. A more detailed de-
scription of the usage of each corresponding part in the panel is given later in section 5.4.

5.3

Example of Usage

This describes how to modify a LCU Environment with vccConfigLcu.

1.
2.
3.

Start the vccConfiglcu panel and select your LCU from the ‘Target LCU’ selector.
Press the ‘Read Files’ action button to parse the contents of existing target files.

If you want to remove some of the User Modules:
a. select the module to be removed in the ‘User Mod’ listbox
b. press the ‘Remove’ button on the right
c. repeat this for each module
d. eventually also adjust contents of the ‘PROCESSES’ listbox

Examples:
= if you don’t have motors, remove: mac4, vme4sa, mot, motci
= if you have a TIM board and don’t need NTP, remove: xntpd

If you don’t want automatic device installation, but explicit installation checks:
a. select each device in the ‘Devices’ listbox
b. set the ‘Count’ scale to the expected number of devices

. After your modifications, press the ‘Write Files’ action button to generate the files listed in the

‘Target Files’ box, and confirm overwriting for each file.

Press the ‘Configure LCU'’ action button.

This will re-program the boot-line of the LCU. You can see the values in the terminal window.
Note that no other session must lock the LCU'’s shell!

Press the Reboot LCU action button.

This will reboot the LCU using the new bootScript. You can see the output during the reboot in
the terminal window. A temporary pop-up window lets you adjust the connection time.

Note that no other session must lock the LCU’s shell! See also section 5.5 in case of problems.

Near the end, “LCC INITIALISATION SUCCESSFULL” should be listed. A possible start-up error
message about timeOpenDevice can be ignored if no TIM board is installed.

The bootScript will be aborted if anything goes wrong.

After the selected time the connection is closed. You cannot rlogin to the LCU’s shell before that, un-
less you press the ‘Cancel Connection’ button in the pop-up dialog.
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5.4 Panel Description

54.1 Environments Selection

Enviranment Host IP Address TCP Port CPU Host Type
TargetLCU:|ItDalll ﬂllthlt [134,171,51,42  [2160 [MCEg040 |68k Vl(:iq
Boot Wi fuilics  +| [we0tes  [134.171.50.1 [2301 . hppa | hps7oo |
Boothome: |/diskb vt data ’ENVIRONMENTS 1 £0alt
WRXROOT: [fdiskb-vwS, 3/target  B5Pimvier @ Single . Master « Slave

The first action must always be the selection of the Target LCU Environment that shall be modified.
This is done by selection from the menu at the top left in the panel. The derived values like node-
name, IP-address and associated boot-host are the queried from the configuration database, provid-
ed it is used. Otherwise these values have to be typed in. The Boot WS Environment can be arbi-
trarily selected. Remote file operations are performed if the Boot WS Host is not identical to the
workstation where this panel is running on. Note that these remote accesses are much slower than
local accesses. Boothome specifies the home-directory of the LCU environment, and VXROQOT the
VxWorks root-directory.

The BSP value assigns the LCU environment to a specific board support package. Several of such
BSP directories can exist under $VXROOT/config, which contain VxWorks kernels that are specifi-
cally configured for a certain (set of) environment(s). The selection for a Single, Master, or Slave
CPU is indirectly represented by the BSP name, whereby multi-CPU systems are supported; see the
man-page for details.

Note that the address parameters in the first line represent the LCU booting interface, which may
not be the same as the CPU ethernet port. For slave CPUs this is the backplane interface address.

54.2 Root Configuration

ROOT COMFIGURATION ™ Load lcuboot from INTRGOT
YLTROOT: [ted [#v1t/DECSS IP: [134.171.12 184
INTROOT: |tedd | IP: [134.171.12, 184

The variables VLTROOT, and optionally INTROOT must exist in the LCU environment. The con-
tents of the entries is by default set to the same values of the corresponding shell variables on the se-
lected "Boot Host". They may be edited by the user. Note that only physical path names without
links must be given, as seen from the LCU. Separate NFS mounts will be done to VLTROOT and
INTROOT, so that each can be located on a different host as the selected “Boot Host”. The checkbut-
ton allows to load the Icuboot module (which is always implicitly loaded first ) from INTROOT
rather than VLTROOT, which is only useful during development on Icuboot.
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543 Network Configuration

NETWORK CONFIGURATION

Boot User: [vx.  MFSUser [ux 138 Subnet Mask: [fereeFon
Passward: [ NFS Group:[vlt 200 Gateway |P:
hain Host [1eoale  Main Host IP: [134.171.51.42 Backplane IP;

Znd Host: Znd Host [P:

SrdHost [ SrdHostIP:

The defaults in these entries will fit in most cases. The Boot User specifies under which user-name
the LCU is accessing the boot-script. The Password is usually empty, so that remote shell access is
used; otherwise FTP is applied. The Gateway allows to specify an IP-address as gateway to the
boot-host. The Subnet-Mask must be set to the network's value. The NFS User-1D and Group-ID is
mandatory and must be set corresponding to a valid user on the boot-host. By default the user vx's
IDs are taken.

In case of multi-network systems, the entries for Main/2nd/3rd Host become important. These deter-
mine the IP addresses of the CPU main ethernet port and up to two optional additional ethernet in-
terface baords. For single and master CPUs the Main Host is always identical to the address entered
in the ENVIRONMENTS SELECTION, while for slave CPUs booting over the backplane it is differ-
ent.

For details about multi-network configuration see the man-page.

544 Modules Configuration

The names of modules to be loaded must be specified in

MODULES CONFIGURATION the two boxes. Modules in the System box are normally al-
System Mod: — User Mod: ways needed and their order should not be changed (un-
:Eﬁfnr;’ ?;; |inducer less you know about possible side effects). Modules in the
95 i ducer Add below | User box usually require all the system-modules and are
acro sl E—— | not always needed, depending on the LCU hardware etc.
Ao macd Individual changes to the lists can be done by selecting an
P s | Corfig. | entry and using the Add below and Remove buttons on the
moon - Help .. | right of the boxes. For each module listed, there must exist

titn Reset | a module-boot-script named module.boot in one of the di-
lee i rectories in the module-boot-script search-path, see 7.2.2.
arOut - The Help button shows the man-page for a selected mod-

ule-boot-script, provided it is available. The Reset button
fills the two boxes with all modules for which module-
boot-scripts are available. The userScript button enables
the processing of the user-script.

7 7 userScript
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5.4.5 Devices Configuration

All hardware-devices on the LCU can be installed auto-
BIEIEES (SO AEIEIFAIEL matically, using the facilities of Icuboot. The devices config-
Devices: uration therefore consists only in checking that the

e s required number of devices have actually been installed
7 fampl Cimifet by that procedure. An explicit number can be given, or the
7 fikan 1 special value ? resp. -1, meaning that no explicit check
7 fmcon -1 12 @ » P

shall be done (“Plug & Play”). This is useful when the

board configuration in a LCU often changes. No modifica-
_ Remove_| tion in the boot-script would be necessary then. The Re-
Reset | move button completely removes a selected device name
from the list. The Reset button returns to the default. Add

new entries by editing the device name and moving the

scale.
5.4.6 Processes
PROCESSES This box contains the names of the LCU processes that
Processes: shall be accessible by commands via the message-system.
i‘:’;z:‘:i The list is normally only used by engineering interfaces
rdfmver (Iccei, ccsei) to provide user-menus, but not to restrict any
inducerServer access. The generated processes-file will be written to the
MOESECver ENVIRONMENTS sub-directory of VLTDATA.
The list can be modified by the Add and Remove buttons.
The Reset button returns to the default.

inducerServer

Add |Remoue| Feset |

54.7 Target Files

Target Files:
ted 2.y Itrdata/EMVIROMMENT S Ated 1 thootSeript

Feset

ted Svit'data/ENMYIROMMERNTS/ted 1 /userscript

ted 3:/vitYdata ENYIROMNMENTS/ted 1/ PROCESSES Femowe |

Edit ...

This box contains the names of files that shall be processed when the action-button for Read Files or
Write Files is pressed. A specific target can be selected and removed with the Remove button, so
that it is not processed anymore (but not deleted, of course). An editor can be called with the select-
ed file by the Edit button. The Reset button returns to the default.

(Remark: Although the userScript and devicesFile are listed, they will not be altered by the tool.)
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5.4.8 Actions

Create Env | Read Files | \Write Files | Configure LCU | Reboot LCU |

One of these action buttons must be pressed in order to perform a specific operation. All buttons are
disabled until an LCU environment is selected.

= "Create Env" creates a new set of files under $VLTDATA/ENVIRONMENTS on the selected
boot-host. The operation fails if one of the files to be created already exist.

« "Read Files" reads the files listed in the "Target Files" box and parses their contents, so that the
sections in the panel are updated accordingly. Note that the behaviour for reading files not
produced with this tool is undefined!

= "Write Files" writes the files listed in the "Target Files" box according to selections in the panel's
sections. A confirmation is requested before overwriting any existing files.

= "Configure LCU" write the boot-line according to the selections in the panel, i.e. host-names,
IP-addresses etc. See section 5.5 for potential failures.

« "Reboot LCU" restarts the LCU and executes the selected boot-script. The output during start-
up is redirected to the terminal where the panel was started from. During booting, a temporary
pop-up window allows to specify the default connection time, which must be at least the
actually used time to complete the boot. The connection can be aborted explicitly with the
Cancel Connection button.

= vecConfiglcu@ted9: ited 1 |
Feboaoting ted1 ...

Defasult Connection Time {(secondsi:
|

120
30 600

Cancel Connection

55 Known Problems

The actions ‘Configure LCU’ and ‘Reboot LCU’ require a rlogin to the target LCU. The panel might
be blocked when this remote login fails, e.g. when another session is active on the same LCU. To re-
cover from this situation, the user must manually "kill" all active rlogin processes to this LCU node
(e.g. with: “psg <LCU-name>" to find out the PID, then “kill <PID>" to stop the process).

Also ‘crashed’ LCUs - where the rlogin daemon is not working anymore - can cause the panel to
block.

The rlogin done by ‘Reboot LCU’ is terminated after a fixed time (by default a few minutes) and not
synchronized with the boot-script execution, i.e. it cannot be detected when the boot process termi-
nates to cancel the connection automatically. The shell variable VLT _VCCBOOTTIME specifies the
time in seconds after that the connection to the LCU during booting is closed.
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The LCU understands only physical path-names without links. Although the panel should auto-

matically resolve links, the user should explicitly check this, particularly when paths are entered
manually.

It is impossible to recover an LCU node after a ‘Configure LCU’ and ‘Reboot LCU’ sequence when
wrong configuration data were entered. A serial terminal must be used as LCU console to re-adjust
the boot-line.

The device installation checks are for some situations not rigid enough, so that the boot-script can
run into a secondary error rather than stopping at the expected point. In case of troubles, the de-
vice’s jumper settings should be checked carefully.
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6 CONFIGURATION ACCESS FOR PROGRAMMERS

6.1 Panel Mega-Wigets

TBD

6.2 Programmatic Access from Seqencer-Scripts

TBD
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7 THE LCU BOOT ENABLER - Icuboot

DThis chapter presents configuration instructions for LCU modules and drivers

7.1 Purpose of Icuboot

The “LCU boot enabler” shall make the creation and maintenance of LCU boot-scripts easier. The
main features are:

< Common module-specific sub-boot-scripts (Module-Boot-Scripts)

= Automatic driver and device installation

= 90% automatic LCU environment variables setup

= Implementation of a search-paths for module loading and configuration

In LCU systems applying this scheme, Icuboot is always the first module that is loaded during sys-
tem start-up. After that several functions are available that facilitate the loading and installation of
all further modules.

These functions in principle support the automatic installation of arbitrary LCU modules, but espe-
cially of drivers and devices. All functions are intended to be used directly from the VxWorks shell
in a boot-script.

The script is aborted when a fatal error condition occurs, which is signalled as a log message in the
form:

<tid> (tShell): I|cuboot: <message>: <faulty itenr:<errno | faulty itenp
<tid> (tShell): --- SCRI PT ABORTED ---

Most of the functions in lcuboot are not reentrant and should therefore only be used from LCU
boot-scripts, where reentrancy is not important!

The installed version of lcuboot can be printed with IcubootVersion from the VxWorks shell.

The functions available with Icuboot are briefly described in the next sections.

7.2 Available Icuboot Functions

7.2.1 Icuboot Automatic Environment Setup

= IcubootAutoEnvinit - initializes the standard LCC shell environment variables from the LCU
boot-line settings and sets the VxWorks shell-prompt. VLTROOT and optionally INTROOT
must be set before calling it. This makes the explicit definition of many variables in the boot-
script redundant. It also assigns search-path variables for prioritized access of binary modules
(BINPATH), module-boot-scripts (BOOTPATH), and configuration files (CONFIGPATH).
Functions are provided to access files based on these search-paths, see section 7.2.5.

See the man-page of IcubootAutoEnv in section 8.2 for details and examples.
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7.2.2
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Icuboot General Module Support

IcubootAutoLoad - auto-loads a binary module and error definition files from MODROOT,
INTROOT (with priority) or VLTROOQOT. This can be used to conditionally load a module. By
default a module is not loaded again when it already exists in the LCU memory.
Do not use the VxWorks function Id to load a VLT module, since this will not handle
the module’s error definition files under xxxROOT/ERRORS.
IcubootAutoExec - executes a function depending on a given condition. This can be used to
conditionally/optionally install a module.
IcubootAutoSpawn - spawns a function as a task depending on a given condition. This can be
used to conditionally/optionally spawn a task.
IcubootAutoCd - changes to the directory under INTROOT (with priority) or VLTROOT in
which a file given by a relative pathname is found first.
IcubootAutoCdBoot - dto., but specifically intended for module-boot-scripts. Only the
module-name is needed, the search-path is fixed (see man-page).
IcubootAutoProbe - tests whether any hardware is present at the given addresses. This can be
used to determine the number of boards/devices that are present in the system.

See the man-page of IcubootAutoGen in section 8.2 for details and examples.

7.2.3

Icuboot Driver and Device Installation

IcubootAutoDeVvRegister - checks for the presence of a device and registers it for later creation
and registration in LCC. Subsequent calls of lcubootAutoDrvInstall must be used to install the
driver and IcubootAutoDevCreate to create the devices automatically depending on their
presence.

IcubootAutoDrvinstall - conditionally loads and installs a driver from INTROOT (with
priority) or VLTROOT and prepares for subsequent calls of lcubootAutoDevCreate.
IcubootAutoDevCreate - performs the automatic installation of a device. Note that there must
be as many calls of this function as the maximum number of devices that shall be supported.
IcubootAutoDevCheck - checks whether the number of devices installed in the system are
equal to a given value. This can be used to verify that the expected number of devices are
actually installed; however, it works against the idea of automatic device installation.

See the man-page of IcubootAutoDrv in section 8.2 for details and examples.

724

Icuboot LCC Support

IcubootAutoLccRegisterDevs - register all devices in LCC that have been previously
announced with IcubootAutoDevRegister. This function is usually called during installation of
LCC.

See the man-page of IcubootAutoLcc in section 8.2 for details and examples.
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7.25 Icuboot File Access Support

= IcubootFileOpen - opens a file using a given search-path. This allows for instance to access
configuration files at run-time, using the environment variable CONFIGPATH as search-path.

See the man-page of IcubootFile in section 8.2 for details and examples.
7.3 How to create LCU Module-Boot-Scripts
DA “<module>.boot” file is mandatory for every LCU module!

As usual, there will be a main boot-script named bootScript that the LCU processes initially. From
that, Module-Boot-Scripts named <module>.boot are invoked to load and initialize each module.
These shall make use of the Icuboot functions, and apply the following guidelines:

= For each LCU module there must be one module-boot-script named <module>.boot that can
be called from the main boot-script. It shall be installed during the make procedure of the
modaule by specifying it under the SCRIPTS directive in the Makefile.

e For each LCU module there should be a man-page hamed <module>.boot(5) in the ‘File
Formats’ section that explains the contents of the module-boot-script.

e For each LCU driver module there should be a man-page named <module>(4) in the ‘Devices’
section that explains the respective board-hardware (addresses, jumpers etc.).

See the man-pages of Icuboot(5) and bootScript(5) in the reference section 8 for details about the
file and directory organization.

The following sections will present some more details about the recommended structure of mod-
ule-boot-scripts, first for general LCU modules, then for drivers in particular.

7.3.1 Module-Boot-Scripts for General Module Installation

This section describes the recommended structure of standard module-boot-scripts for general
modules. Module-Boot-Scripts are called from the main bootScript of the LCU when a module shall
be initialized.

There are the following guidelines:

= The module-boot-script shall load the code of the module as well as all other modules that are
needed for operation using the IcubootAutoLoad function, which will also take care of the error
definition files. For user-application modules LCC can be expected to be already initialized,
but driver boot-scripts should not expect that any other module they depend on has already
been loaded.

= Functions needed to initialize the module shall be executed using the IcubootAutoExec
function.

= Tasks needed for the module shall be spawned using the IcubootAutoSpawn function.

Some examples for module-boot-scripts:

1. Typical simple module installation where only loading is necessary:



36 VLT Common Configuration - User Manual - 2.0 VLT-MAN-ESO-17210-0855

| cuboot Aut oLoad 1, "t oo"
2. Typical more complex module installation:

| cuboot Aut oLoad 1, "1 gs"

| cuboot Aut oExec 1,"lqgslnit", 10, "rtap”

| cuboot Aut oExec 1,"1 gsAddEnvTbl ", "wt e49", "te49","134.171. 12. 184", 2301
(nore)

| cuboot Aut oSpawn 1, "tLgs", 90, 0x18, 20000, "lgs", 3

3. Typical driver installation (see section 7.3.2 for more):

acroN = | cuboot Aut oDevRegi ster("/acro0", 0x1000, 1,1, 1)

(rore)

| cuboot Aut oDrvinstall "acro"

| cuboot Aut oDevCreate "/acro0", 0x1000, 112, 1
(rore)

| cuboot Aut oSpawn acroN, "ti nt ACRO', 200, 0x18, 2000, "acrol nt"

See the man-page of Module.boot(5) for full details and examples. It is available on-line.

7.3.2 Module-Boot-Scripts for Automatic Driver and Device Installation

This section describes the recommended structure of standard module-boot-scripts for automatic
loading and installation of the hardware drivers and devices. They provide a “Plug & Play” feature,
so that hardware will be automatically recognized and appropriately installed.

The installation is done in four steps:

1. Probing for existence of devices:

Driver and devices will only be installed when corresponding hardware is found in the VME
system. The probing is done with a sequence of calls as follows:

<drv>N = | cuboot Aut oDevRegi st er (" <devX>", <AM>, <addr X>, <ar gs>)

<drv> - nane of driver, e.g. “acro”

<devX> - nane of Xth device, e.g. “/acro0”

<AM> - VMEbus address nodifier code for Al6/ A24/ A32 space
<addr X> - VMEbus address for Xth device

<args> - 3 integer argunents

Possible values for the VMEbus address-modifiers AM are for example:
< Short 170 (A16): Ox2d
= Standard (A24): 0x3d
= Extended (A32): 0x0d

See the VxWorks header “$VXROOT/h/vme.h” for all available values, but in this context only
the above stated Supervisor/Data modifier codes are of interest.

The three integer arguments are lateron passed to IccRegisterDevice.
2. Loading and installing of driver code:
This will be skipped by the function if there was no hardware found in the first step:
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| cuboot Aut oDrvl nstal | " <drv>"

3. Installation of devices:

For each device to be created, there must be one line as shown below. Where no hardware was
found in step 1, the creation will be skipped:

| cuboot Aut oDevCr eat e "<devX>", <bus-addr X>, <parans>, . ..

The device creation usually takes VMEbus addresses as <bus-addrX>, which are different
from CPU addresses. <params> are specific to each device family.

4. Spawning of tasks:
Some drivers need specific interrupt handling tasks. They can be spawned with:

| cuboot Aut oSpawn <dr v>N, "<t asknane>", <pri o>, <f| ags>, <st ack>, " <f unc>"

All installed devices are automatically registered afterwards in LCC with the function
IcubootAutoL ccRegisterDevs, which is usually called at the end of the script “Icc.boot”.

The automatic installation depends totally on the usage of the VLT standard board address settings,
as described in each driver’s man-page in the devices volume, e.g. acro(4).

See the man-page of Driver.boot(5) for full details and examples. It is available on-line.

7.4 How to configure LCUs with Icuboot

In order to build a bootScript that is suitable for the Icuboot structure, it is recommendable to use
the vecConfiglcu panel, see section 5. Hence the bootScript is a generated file and should not be ed-
ited by hand.

The userScript will still be processed as usual, its contents remains fully user-defined.

It may be necessary to configure some module-boot-scripts for your site, in particular Igs and xntp.
Configuration can be done on a per-LCU basis, as well as on a per-host basis, where it applies to all
LCUs booting from that host.

The following section describe these steps in more detail.

74.1 To create a boot-script suitable for Icuboot

It is assumed that all environment files have already been created as described in section 4.

1. Start the vceConfiglcu panel, see section 5.

Select the LCU environment

Press the Read Files action button to update the panel from the existing files
Modify the panel contents

Press the Write Files action button to commit the changes

a M DD
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6. Reboot the LCU.

All devices should be installed automatically, provided that you follow the board setups as
described in the man-pages acro(4), aio(4), etc. Check with moduleShow and devs that all modules
and devices are existing as expected.

These steps cover only the most general case. The userScript will still be sourced, so that it might re-
quire some adjustment.

7.4.2 To configure module-boot-scripts for your site

Some module-specific boot-scripts (those with *“.boot” extension) might require some site-specific
adjustments that are common to all LCUs in it. The most probable candidates for such a customiza-
tion are “Igs.boot” and “xntpd.boot”, where some node-names and IP-addresses must be defined.
This is usually common to all LCUs, so that the configuration should be done on a per-host basis.

1. Copy the respective module-boot-script to the host’s configuration directory:

cd $VLTDATA confi g/
cp $VLTROOT/ vw bi n/ <cpu>/ <nodul e>. boot

2. Edit this copy according to your specific needs. It will automatically have priority over the
installed defaults under VLTROOT and INTROOT.

Refer to the on-line man-pages <module>.boot(5) for more information, e.g. Igs.boot(5) respectively
xntpd.boot(5).

7.4.3 To configure module-boot-scripts for a specific LCU

If you have the case that one LCU needs a different configuration for a certain module than other
LCUSs, then do the following:

1. Copy the respective module-boot-script to the LCU environment’s home-directory:

cd $VLTDATA/ ENVI RONMVENTS/ <LCU- Env- Nane>
cp $VLTDATA confi g/ <npdul e>. boot
or: cp $VLTROOT/ vw bi n/ <cpu>/ <nodul e>. boot

2. Edit this copy according to your specific needs. It will automatically have priority over the
installed defaults under VLTROOT and INTROOT, as well as the per-host configuration in
VLTDATA/config, if present.

Refer to the man-pages <module>.boot(5) for more information.
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8 REFERENCE

8.1 User Commands Reference

The following sections contain - in alphabetical order - the manual pages for the user commands in-
cluded in the interface of the modules:
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8.1.1 envsCreate(1)

NAME
envsCreate - create an environnent fromits standard tenpl ate

SYNOPSIS
envsCreate [-e <env>] [-t <type>] [-d <dest>]

DESCRIPTION
Thi s command creates an environnment directory from scratch.
Al files are copied froma tenplate corresponding to <type>.

However, the created files are not configured in any way.
Thi s nust be done explicitly with dedicated tools.

ARGUMENTS
Argunents can either be put on the command-line directly,
or will be asked interactively.

When pronpted for input, the default will be shown in square brackets.

<env> Nanme of the environnent.
If not given then interactive input is expected.

<type> Type of the environnent: LCU | RTAP | QSEMJ
Default: derived from <env> as foll ows:

i f <env> natches "I *" then LCU
el se if <env> matches "wfgs" then QSEMJ
else if <env> matches "w" t hen RTAP

el se error

<dest> Directory under which environment files shall be created.
This nust not already exist!
Def aul t: $VLTDATA/ ENVI RONMENTS/ <env>

FILES
$VLTROOT/ t enpl at es/ f or Envs/ <type> - source tenplate directories
$VLTDATA/ ENVI RONMENTS/ <env> - default target directory

ENVIRONMENT
VLTROOT - path to VLT constant code area
VLTDATA - path to VLT variable data area

EXAMPLES
> envsCreate -e wt ltcs

> envsCreate

Enter Environnent Nanme []: wtltcs

Enter Target Directory Nanme [/vlt/data/ ENVI RONMENTS/ wt 1tcs]: ./wt 1tcs
Enter Type of Environnent (LCU, RTAP, GSEMJ) [ RTAP]:

creati ng RTAP environment wt 1tcs under "./wt 1tcs”

setting default protection of "./wt1ltcs"
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Last change: 02/11/98-14:22
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8.1.2 envsKill(1)

NAME
envsKill - Kill an environment upon reception of special command

SYNOPSIS
envsKi |l |

DESCRIPTION
This programhas to be started up with every RTAP environnment used for
engi neeri ng purposes.
When envsKill gets the Command KILLENV it will send a nail to the
owner that started the environnent and wait for 4 m nutes.
Wthin this grace period owner can inhibit the pending shutdown by sinply
killing envsKill
After the 4 minutes the environnent is shut down.

KI LLENV <user name>
Usernane has to be a valid user name, which is propagated to
the owner of the environnent.

CAUTIONS
Error handling shoul d be inproved!
As the command KILLENV woul d take about 5 minutes if it was synchronous
it returns imediately and doesn't wait until the shutdown.
The killer has to watch conpletion of the environment shutdown ot herw se.

Last change: 02/11/98-14:22
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8.1.3 vceConfiglcu(l)

NAME
vccConfiglcu - Configuration Panel for LCU Boot Files

SYNOPSIS
vccConfiglcu [ <environment-nanme>] &

DESCRIPTION
This panel allows to generate the nobst inportant files needed
for an LCU environnent, in particular:

- the boot-script executed by the LCU upon start-up
- the processes-file used by engineering interfaces

If an explicit <environment-nane> is given at the command-|i ne,
then it is inmmediately selected and the panel's contents is updated
fromthe current configuration files, when present.

O herwi se it can be selected interactively.

The follow ng sections describe the usage of each correspondi ng
section in the panel.

MENU BAR
File nmenu:
"Quit" - exit the panel

Hel p nmenu:
"Ext ended Hel p" - display this man-page

ENVIRONMENTS SELECTION
The first action nust always be the selection of the LCU environment
that shall be nodified. This is done by selection fromthe nmenu
at the top left in the panel. The derived val ues |ike node-nane,
| P-address and associ at ed boot-host are queried fromthe central
configuration database - see Vcclnfo(n) - provided it is active.
O herwi se these val ues have to be typed in.

The "Target LCU' paraneters refer to the environment as a whole
and to the booting interface of it. In case of slave CPU systens
this may not be obvious; see MITIPLE CPU SYSTEMS for nore.

The "Boot WS" environment can be arbitrarily sel ected.

Renpote file operations are performed if the "Boot Host" is not
identical to the workstation where this panel is running on.

Note that these renpte accesses are nuch slower that |ocal accesses.

"Target LCU' - values related to the LCU to be configured

"Boot W' - values related to the W5 the LCUs boots from

"Envi ronment " - nane of the environnent, as "ltlalt", "wtltcs"
"Host " - host where the environment is |ocated

"I P Address" - | P address of that host, eg. "11.22.33.44"

"TCP Port" - assigned TCP port nunber of the environnent

" CPU' - CPU nane, eg. "MC68040"; nust match "vw bin/<cpu>"
"Host Type" - architecture of the host, eg. "68k" (for info only)

When a new "Target LCU Environnent" is selected, the corresponding

43
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values will be queried fromthe configuration database as far as
avai l able. If defined, also the "Boot W' is automatically sel ected.

Simlarly, when a new "Boot W5 Environnment" is selected, the val ues
are queried, and the avail abl e nbdul es are updated as if the "Reset"
button in the MODULES CONFlI GURATI ON section was pressed (see there).

" Boot hone" - directory where the environment resides
" VXROOT" - WxWorks target root directory
" BSP" - VWxWor ks board- support - package nane, eg. "mv167".

Val ues as "nmv167-p0" indicate naster/slave versions.
See MULTI PLE CPU SYSTEMS for special issues.

BOOTHOME i s derived from VLTDATA, neaning that the -->TARGET FI LES
will be read fromresp. witten to that area, and that the LCU will
finally boot with the boot-script |ocated there.

The type of systemis indicated with the radio-buttons:

"Single" - for a normal systemwth only one CPU
"Master" - for the master in the system
"Sl ave" - for slave #1 in the system (> 1 not supported)

The selection has only indirect effect on the BSP val ue,
which in turn results in the dedicated VxWrks kernel being | oaded.
See MULTI PLE CPU SYSTEMS for nore details.

ROOT CONFIGURATION
The vari abl es BOOTHOVE, VLTROOT, and optionally | NTROOT nust exi st
in the LCU environnent. The contents of the entries is by default
set to the same val ues of the corresponding shell variables on the
sel ected "Boot WS" host. They nmay be edited by the user.

VLTROOT and | NTROOT may reside on a different host than BOOTHOMVE.
Inmplicit NFS nmounts will be done on the LCU as appropriate.

Not e that path nanes nust be given as seen fromthe LCU. This m ght
in sonme cases be different fromthe path nanes on the W5, eg. when
there are links in the path. Only the physical path is allowed.

Lat eron, however, the LCU NFS-nmount may use different |ocal nanes.

"VLTROOT" - host name and physical path to the VLTROOT area
"I NTROOT" - host name and physical path to the | NTROOT area

The "IP" field nmust contain the | P address in dot-notation of
the selected host, if it is different fromthe "Boot W5' host.

When a new host is selected, the avail able nodul es are updated as if

the "Reset"” button in the MODULES CONFI GURATI ON section was pressed.

NETWORK CONFIGURATION
The defaults in these entries will fit in nost cases:

"Boot User" speci fi es under which user-nane the LCU is accessing
the boot-script. It is usually “vx'.
" Passwor d" speci fies the password of the "Boot User".

It is usually enpty, so that renpte shell access is
used; otherwi se FTP is applied.

"NFS User" speci fi es under which user ID the LCU is accessing
files via NFS. It is usually “vx'.
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The first entry with the user name is only for
conveni ence. The second entry is the inportant one,
and it nust contain the corresponding nuneric |D.

"NFS G oup" speci fies under which group ID the LCU is accessing
files via NFS. It is usually the group of user “vx'
It applies the same as for "NFS User"

"Main Host (I P)" specifies the paraneters of the on-board CPU network
interface; this is usually the sane as the booting
interface specified above, except for slave CPUs
whi ch are booting over shared nmenory backpl ane

"2nd Host (IP)" specifies the paraneters of an optional network
interface, eg. additional ethernet board.

"3rd Host (IP)" dto. for further interface

" Subnet - Mask" nmust be set to the network's inherent val ue

"Gateway | P" is the gateway | P address to the "Boot W5" host.
It should be enpty when both host are on the sane net.
This value is discarded in MILTIPLE CPU SYSTEMS

"Backplane IP* is the IP address assigned to the backpl ane interface
This value is discarded in MILTIPLE CPU SYSTEMS

The user-I1D and group-1D for NFS accesses is mandatory and nust be
set corresponding to a valid user on the boot-host. Al valid user
and groups are pernitted, by default the IDs of user "vx" are taken.

MODULES CONFIGURATION
The nanmes of nodules to be | oaded nmust be specified in the two boxes
Modul es in the "Systent box are nornally al ways needed and their
order should not be changed. Mdules in the "User" box usually
require all the systemnodul es and are not always needed, depending
on the LCU hardware etc.

I ndi vi dual changes to the lists can be done by selecting an entry and
using the buttons on the right of the boxes.

For each nmodule listed, there nust exist a nodul e-boot-script naned
"<nodul e>. boot" in one of the directories listed in -->FILES

whi ch shoul d contain the auto-loading and initialization of the
nodul e, using the functions of |cuboot(1).

"Add bel ow - add the module fromthe entry below the sel ection
" Renove" - renmove the sel ected nodul e

"Config..." - open panel for individual nodul e configuration
"Help..." - display help for selected nodule (if avail able)
"Reset..." - fill listboxes with all available nodules. This

inmplies that the avail abl e nodul e-boot -scripts on
the sel ected hosts (Boot W5, VLTROOT, | NTROOT)
are scanned to resol ve nodul e dependenci es

For renote accesses this can take a while.

DEVICES CONFIGURATION
Al'l hardwar e-devices on the LCU can be installed automatically,
using the facilities of |cuboot(1l). The devices configuration therefore
consists only in checking that the required nunber of devices have
actually been installed by that procedure

An explicit number can be given, or the special value "?' resp. -1
nmeani ng that no explicit check shall be done. This is useful when
the board configuration in a LCU often changes. No nodification in
the boot-script would be necessary then.
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"Count" - the nunber of expected devices, or "-1' for auto-config
"Renmove" - renpbve the selected device fanmly fromthe |istbox
"Reset" - reset the listbox to the default

PROCESSES

Thi s box contains the names of the LCU processes that shall be
accessi bl e by comands via the nessage-system The list is normally
only used by engineering interfaces (lccei, ccsei) to provide user-
nmenus, but not to restrict any access.

" Add" - add the process fromthe entry to the |istbox
"Remove" - renove the selected process fromthe |istbox
"Reset" - reset the listbox to the default

TARGET FILES

ACTIONS

Thi s box contains the names of files that shall be processed when
the action-button for "Read Files" or "Wite Files" is pressed
(see -->ACTI ONS).

"Reset " - reset the listbox to the default
"Remove" - onmit the selected target file fromany processing
"Edit..." - open an editor for the selected target file

Al'l action buttons are disabled until an LCU environnent is sel ected.

"Create Env" create a new set of LCU environment files under
VLTDATA on the sel ected boot-host. The operation
fails if the environment to be created al ready exists.

"Read Fil es" read the files listed in the "Target Files" box and
parses their contents, so that the sections in the
panel are updated accordingly.

Not e that the behaviour for reading files not produced
with this tool is undefined!

"Wite Files" wite the files listed in the "Target Files" box
according to selections in the panel's sections.
A confirmation is requested before overwiting any
existing files.

"Configure LCU'" wite the boot-line according to the selections in the
panel, i.e. host-nanes, |P-addresses etc.;
it uses the VxWorks " boot Change' conmand.
See -->DI AGNOSTI CS for potential failures.

"Reboot LCU' restart the LCU and execute the sel ected boot-script.
A transi ent wi ndow appears displaying the el apsed
boot tine. The default waiting tine before closing
the connection can be adjusted with the scale.

- NOTE THAT THE DEFAULT TI ME MUST BE H GHER THAN THE
ACTUAL BOOTI NG TI ME, THERE |I'S NO SYNCHRONI ZATI ON -

The "C ose Connection" button aborts the connection

explicitly, eg. when the booting has conpl et ed.

The output during start-up is redirected to the

term nal where the panel was started from

See -->DI AGNOSTI CS for potential failures.
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MULTIPLE NETWORK INTERFACES
An LCU may contain additional "passive" network interface boards.
Each of them nust be assigned with a hostnane and | P address.

In such case, there nust be a |list of hostnames assigned to this

environment in the configuration database, where normally is only
one single hostname. The first in the list is always the on-board
main interface. The I P addresses are then resolved from the names.

Under the VxWorks shell there will be special variables defined,
whi ch can be used by the network driver to setup the interfaces.
These are: LOCALHOST _n and LOCALI PADDRESS n, with n = 1, 2.

Up to two additional interfaces are supported.

MULTIPLE CPU SYSTEMS
The special case of multiple CPU systens is discussed here.

The master CPU will be configured to boot over its ethernet port,
as for a normal single CPU system A specilized VxWrks kernel is
required in order to support booting of the slaves via the master
as gateway, see bel ow

The slave CPUs will be configured to boot over the backpl ane;

note that the hostnane and | P addresses in the ENVI RONMENTS SELECTI ON
have to reflect this! The booting interface, and not the on-board

et hernet port, must be specified there.

By VLT convention multi-CPU systens shall use Proxy-ARP.
This inplies different VWWirks kernels for master and sl ave CPUs,
where the following kernel options nust be set:

- master CPU wi th proxy-server:

| NCLUDE_SM NET i ncl ude backpl ane net interface
| NCLUDE_PROXY_SERVER proxy arp server (Master Board)
| NCLUDE_PROXY_DEFAULT_ADDR ethernet addr to generate bp addrs
| NCLUDE_SM SEQ_ADDR SM net work auto address setup
- slave CPU with proxy-client:
| NCLUDE_SM NET i ncl ude backpl ane net interface
| NCLUDE_PROXY_CLI ENT proxy arp client (Slave Board)
| NCLUDE_SM SEQ ADDR SM network auto address setup

The VCC configuration distingui shes between master and slave CPUs
based on the value of the BSP field. If it has the form

<basenane>- p<pr ocnune- s<nensi ze>

then <mensi ze> indicates the CPU s decimal nmenory-size in MB and
<procnum (0..15) indicates the processor-nunber, ie. zero
for the master and 1..15 for the slaves.

The correspondi ng VxWorks kernel nust then exist under the
| ocation derived fromthe full BSP val ue, see FILES.

Slave CPUs will be configured to boot over shared nmenory | ocated
in the master with the SM anchor set according to the menory-size,
nanel y: anchor = 2 * nenorysize + 0x600.

Thi s requires correspondi ng and consi stent configuration in
sysLib.c in the struct sysPhysMenDesc.

Due to the above nentioned kernel options, inet addresses for
backpl ane of master and sl aves, as well as gateway of slaves wll
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be determ ned automatically by incrementing the masters ethernet
i net address. Explicit assignment of those is not supported.

When nv167 boards are booted over backpl ane, the on-board ethernet
interface is NOT autonatically attached (although docunmented so).
Therefore explicit instructions are witten into the boot Scri pt
NETWORK section to do this. Note however that the ethernet i/f
will remain detached until the bootScript is executed.

ENVIRONMENT

FILES

VLTDATA path to VLT data area

VLTROOT path to VLT code area

| NTROOT path to private integration code area (optional)
VXROOT path to VxWirks files

VLT_VCCENV name of configuration database environnent (optional)

VLT_VCCBOOTTI ME tine in seconds after which reboot session is closed
(optional, default is 120 seconds)

VLT_VCCTI MEQUT timeout in seconds for LCU reboot with VxWorks only
(optional, default is 30 seconds)

O her variabl es see Vccl nfo(n).

Under VLTDATA the following files may be read and/or witten:

ENVI RONVENTS/ <env>/ boot Scri pt - boot-script for <env>

ENVI RONMVENTS/ <env>/ user Scri pt - user-script for <env>

ENVI RONMVENTS/ <env>/ devi cesFile - LCC software-devices for <env>
ENVI RONVENTS/ <env>/ PROCESSES - process-file for <env>

ENVI RONVENTS/ <env>/ * . boot - nodul e-boot -scripts

Under VLTROOT or INTROOT the following files nay be read only:

vw/ bi n/ *. boot - nodul e-boot -scripts
vw/ bi n/ <cpuName>/ *. boot - nodul e- boot -scripts

Under VXROOT the following files may be read only:
confi g/ <bsp>/ vx\Wor ks - WxWor ks ker nel

See al so Vcclnfo(n) and | cuboot(5) for accessed files.

DIAGNOSTICS

BUGS

The -->ACTI ONS "Configure LCU' and "Reboot LCU' require a “rlogin'
to the target LCU. The panel might be bl ocked when this renpte login
fails, e.g. when another session is active on the same LCU.

To recover fromthis situation, the user nust manually "kill" all
active rlogin processes to this LCU node.

This nmay al so happen when the LCU has "crashed".

The action-button "Reboot LCU' does an “rlogin' to the target-LCU.
This renmote-login is terminated after the tine set with

VLT_VCCBOOTTI ME and is not synchronized with the boot-script execution.
A message appears on stdout when the connection is finally closed.
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SEE ALSO
vccEnv(1), vccEnvCreate(l),
boot Scri pt (5), userScript(5), nodul e.boot(5),
Vccel nfo(n),
| cuboot (1)

Last change: 02/11/98-13:00
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8.14 vccEnv(1)

NAME

SYNOPSIS

vccEnv - common configuration environnent prograns

vccEnvCreate -e <env> ...
vccEnvDel ete -e <env> ...
vccEnvlnit -e <env> ...
vccEnvStart -e <env> ...
vccEnvSt op -e <env> ...

DESCRIPTION

The “vccEnv' programfamily allows to create, delete, and control
environments in a uniformway, so that the environment type can be
anything of LCU, RTAP, or QSEMJ, and will be automatically handl ed
in the correct way. Also renpte operation will be done automatically
dependi ng on the host to which the environnent is assigned to.

This is done based on the information in the configuration database,
where for each environnent and host all relevant data are stored.

The usual sequence during an environnent life-time is:
Create --> Init --> Start <--> Stop --> Delete
" I

wher e:
Create: create the environment files fromscratch
I nit: initialize and reset the environnent
Start: put the environnent into running state
St op: put the environment into stopped state
Del ete: renove the environnment files

Al prograns will enter an interactive node when called with no
argurents.

The man- pages of each individual programcontain the detail ed
steps that are perfornmed, and the supported options.

ARGUMENTS

The followi ng argunents are supported in principle everywhere,
but sone of themw Il be ignored by several prograns.

If no value is given, then the default will be taken fromthe
configuration database, or queried in sone other way.

<env> Name of environnent, eg. |tlhb, wltcs, welgs
If not given, then interactive input is expected.

<type> Type of environment: LCU | RTAP | QSEMJ
default_1: as defined in configuration database
default_2: derived from <env>

<host> Nanme of the W5 host where environnment files shall reside.
default_1: as assigned in configuration database
default_2: Il ocal host
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<dest >

<src>

For LCU environments this can al so be a col on-separated
list of not nore than four hosts (all are optional),

meani ng "<boot - host >: <vl t - host >: <i nt - host >: <npd- host >".
They refer to the host where VLTROOT, |NTROOT, and MODROOT
reside, and default to <boot-host> if onitted.

Al'l given hosts are then NFS-mounted in the LCU.

Nane of destination directory,
defaul t: "$VLTDATA/ ENVI RONMENTS/ <env>" on <host >

Name of directory to be used as user-tenpl ate.

Mist be prefixed with "<host2>:" if not residing on <host>.
Al files and directories under this path will be mnerged

with the standard tenplate and have priority.

At least one file nust be in this directory.

Note that there is a special handling of LCU bootScript files,
and that dbl files are not nodified to match for <env>!
Default: no user-tenplate

<l cu-host> For LCU environnents the node-nane of the LCU host

can be specified.
Defaul t: as assigned in configuration database

<ws- env> For LCU environnents the name of the assigned W5 boot

envi ronment can be specified.
Default: as assigned in configuration database

<nods> For LCU environments the user-nodules to be | oaded can be
specified by a col on-separated |ist of nodul e nanes,
eg. "inducer:not". System and user-nodul es are autonatically
di sti ngui shed.
The list can al so contain the special keywords "m ni nunt
or "maxi munt to request a standard system nodul es
configuration with either a minimal or maximl set of nodul es.
The single keyword "tenpl ate" causes the nodul e-configuration
to be propagated fromthe user-tenplate <src>.
The -m option can al so be given nore than once.
OPTIONS
The following options nmay be given:
-i(nteractive) asks for input
-j(nteractive) "pseudo-interactive" on display, but no input required
-q(uiet) i nhibits output to stdout
-v(erbose) outputs nmore information than nornmally
CAUTIONS
For non-interactive calls stdin should be redirected to /dev/null.

RETURN VALUE

exit status 0 (OK) or 1 (failed)

ENVIRONMENT

Al'l progranms use rcp(1l) and rensh(1l)/rsh(1l) for renote file access.

It nust
defined

be nmade sure that all rel evant environnment variables are
while the r-conmand executes on the renote host.

They shoul d therefore be set in "~/.cshrc" or equivalent rc-files.

51
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See Vcclnfo(n) for configuration database rel ated environnment.

SEE ALSO
vccEnvCreate(1l), vccEnvDelete(1), vccEnvinit(1),

vccEnvStart (1), vccEnvStop(1),
Vccl nfo(n),
rcp(l), rensh(l), rsh(1l)

Last change: 02/11/98-13:00
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8.15 vccEnvCheck(1)

NAME
vccEnvCheck - check environnment directory and files

SYNOPSIS
vccEnvCheck -e <env> [-h <host>] [-d <dest>]

DESCRIPTION
Checks the environnent <env> with the follow ng steps:

1. check existence of directory <dest>

2. check essential global configuration files for <env>
(this is only a rough check, no precise parsing!)

3. send PING command to all essential environnent processes, i.e.
for LCU | ccServer nsgServer rdbServer
for RTAP and QSEMJ. cndManager nsgServer | ogManager

Note that an OK result cannot guarantee that the environment is
runni ng properly in all respects.
Only a FAILED result ensures that the environnent is NOT OK

ARGUMENTS
<env> Nanme of environnment, eg. |tlhb, wtltcs, welqgs
Mandat ory, no default.

<host> Nane of the host where environnent files reside,
default_1: as assigned in configuration database
default_2: local host

<dest> Nanme of destination directory,
defaul t: "$VLTDATA/ ENVI RONVENTS/ <env>" on <host >

OPTIONS
The followi ng option may be given in any comnbi nati on:
-qg(uiet) i nhibits output to stdout
-v(erbose) outputs nmore information than normally
CAUTIONS

The system configuration files are not updated!
Thi s shoul d be done by updating the configuration database, and then
generating the configuration files using vccMake(1).

RETURN VALUE
exit status 0 (OK) or 1 (failed)

FILES
Files under the directory given by <dest> are read.
Dependi ng on the type of environnent al so:

/etc/services

/etc/hosts

/ et ¢/ $RTAPROOT/ Rt apEnvLi st (Rtap >= 6.7) or $RTAPROOT/ et ¢/ Rt apEnvLi st
$VLTDATA/ confi g/l ogLCU. confi g

53
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$VLTDATA/ conf i g/ CcsEnvLi st

ENVIRONMENT
See vccEnv(1).

SEE ALSO
vccEnv(1l), vccMmake(l), msgSend(1)

Last change: 02/11/98-13:00
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8.1.6 vccEnvCreate(1)

NAME
vccEnvCreate - create environment directory and files

SYNOPSIS
vccEnvCreate -e <env> [-t <type>] [-h <host>] [-d <dest>] [-s <src>]
vccEnvCreate ... -l <lcu-host> -w <ws-env> -m <nods>:... (for type LCU
vccEnvCreate -i (interactive)

DESCRIPTION
Creates the environment directory and files for the given <type>.

Al directories and files are created on <host> under the
directory <dest> fromthe standard tenplate, optionally taking
<src> as additional higher prioritzed user tenplate.

<dest> rnust not al ready exist.

Created files are not fully configured, ie. depending on <type>
they may have to be edited or processed with dedicated tools in
order to nake them fully usable.

Detail ed acti ons dependi ng on <type> are:

LCU: 1. create files fromstandard tenplate and set protections
2. nmerge with user-defined tenplate from <src>
3. nmeke dat abase
4. target-specific bootScript configuration

RTAP: 1. create files fromstandard tenpl ate and set protections
2. nmerge with user-defined tenplate from<src>

3. nmake dat abase

QSEMJ: 1. create files fromstandard tenplate and set protections
merge with user-defined tenplate from <src>
3. make dat abase

N

ARGUMENTS
<env> Nanme of environnment, eg. |tlhb, wtltcs, welqgs
If not given, then interactive input is expected.

<type> Type of environnent: LCU | RTAP | QSEMJ
default _1: as defined in configuration database
default_2: derived from <env>

<host> Name of the host where environnent files shall reside,
default_1: as assigned in configuration database
default _2: | ocal host

For LCU environnments this can al so be a col on-separated

list of not nore than four hosts (all are optional),

nmeani ng "<boot - host >: <vl t - host >: <i nt - host >: <npd- host >".

They refer to the host where VLTROOT, |NTROOT, and MODROOT
reside, and default to <boot-host> if onmtted.

Al'l given hosts are then NFS-mounted in the LCU.

See ENVI RONMENT for these variables, and CAUTI ONS for MODROOT.
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<dest> Nane of destination directory.
For off-line creation (ie. on another nachine than <host>)
it can be prefixed with "<desthost>:" so that the files are
created on <desthost> and can |ater be noved to <host>.
A warning will be generated in such a case.
I f "<desthost>:" (remark the colon) is given, then the
path may also be onmitted so that the default is taken.
Def aul t: "$VLTDATA/ ENVI RONMVENTS/ <env>" on <host >

<src> Name of directory to be used as user-tenpl ate.
Mist be prefixed with "<host2>:" if not residing on <host>.
Al files and directories under this path will be nerged
with the standard tenplate and have priority.
At least one file nust be in this directory.
Note that there is a special handling of LCU bootScript files,
and that dbl files are not nodified to match for <env>!
Default: no user-tenplate

<l cu-host> For LCU environnents the node-name of the LCU host
can be specified.
Defaul t: as assigned in configuration database

<ws- env> For LCU environnents the nanme of the assigned W5 boot
envi ronment can be specified.
Default: as assigned in configuration database

<nmods> For LCU environnments the user-nodules to be | oaded can be
specified by a colon-separated |ist of nodul e nanes,
eg. "inducer:not". System and user-nodul es are autonatically
di sti ngui shed.
The list can also contain the special keywords "m ni nunt
or "maxi munt' to request a standard system nodul es
configuration with either a mnimal or maximl set of nodul es.
The single keyword "tenpl ate" causes the nodul e-configuration
to be propagated fromthe user-tenplate <src>.
The -moption can al so be given nore than once.

OPTIONS
The followi ng option may be given in any comnbi nati on:
-i(nteractive) asks for input
-q(uiet) i nhibits output to stdout
-v(erbose) outputs nore information than nornally
CAUTIONS

The system configuration files are not updated for the new environnent!
Thi s shoul d be done by updating the configuration database, and then
generating the configuration files using vccMake(1).

MODROOT: it will be problenmatic to define MODROOT dynani cal | y!
Al xxxROOT/ DATA environnent variabl es shall be defined during
the shell rc routines (.cshrc etc.) to allow renote operation.
O herwi se they may be |eft undefined and produce unexpected results.

RETURN VALUE
exit status 0 (OK) or 1 (failed)
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FILES

Files under the directory given by <src> are read.
Files under the directory given by <dest> are witten.

You rmust have priviledge to wite the specified target file(s),
otherwi se the operation will fail.

The node and owner of the generated file will be set to
wor | d-readabl e and group-writable, unless otherw se noted.

See ENVI RONMENTS <type>(5) for detailed target-file lists.

ENVIRONMENT

See vccEnv(1).

EXAMPLES

Create LCU environment in interactive node (with error):

> vccEnvCreate

vcel nfo: connected to VCC dat abase at wt e49

usage: vVvccEnvCreate [-iqv] -e <env> [...]

(will use interactive node now, enter -- to continue non-interactive)

Enter Environment Narme []: lte4l

Enter Type of |ted4l (LCU, RTAP, SEMJ) [LCU]:

Enter LCU Host of Ited4l [ted4l]:

Enter W5 Boot Environnent of Ited4l [wted9]:

Enter W5 Host of wted9 [te49]:

Enter Honme Directory of Ite4l on te49 [$VLTDATA ENVI RONVENTS/ | t e41]:
Enter Tenplate Directory for |ted4l (host:path) []:

Enter that you are sure to continue (yes,no)? [no]: yes
vccEnvCreate: copy standard tenmplate to "/vlt/data/ ENVI RONVENTS/ |t e41"
vcCcEnvCreate@e49: Error: failed to copy standard tenplate to "..."
envsCreate: /vlt/data/ ENVI RONVENTS/ I te4l al ready exists

Create LCU environnent nanmed “|t0Ohb' on host “te49',
with NFS nount of VLTROOT on the same host, and | NTROOT on tel3:

> vccEnvCreate -e I1tOhb -h te49::tel3 -w we49

vcel nfo: connected to VCC database at w e49

vccEnvCreate: copy standard tenplate to "/vlt/data/ ENVI RONVENTS/ |t Ohb"
vccEnvCreat e: nake database from "/vlt/data/ ENVI RONVENTS/ | t Ohb/ dbl "
vccEnvCreate: nake DB branch world witable ...

vccEnvCreate: generate bootScript using: mninmm...

vccEnvCreate: generate boot Change sequence scripts ...

Create RTAP environnent nanmed “w e4910' using “wte49' as tenplate:

> vccEnvCreate -e wte4910 -s /vl t/data/ ENVI RONVENTS/ wt €49

vcelnfo: connected to VCC dat abase at w e49

vccEnvCreate: copy standard tenplate to "/vlt/data/ ENVI RONVENTS/ wt e4910"
vccEnvCreate: merge with tenplate from"/vlt/data/ ENVI RONVENTS/ wt e49"
vccEnvCreat e: nmake dat abase from "/vlt/dat a/ ENVI RONVENTS/ wt e4910/ dbl "
vccEnvCreate: nmake DB branch world witable ...

SEE ALSO

vccEnv(1l), vccMake(l), envsCreate(l),
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ENVI RONVENTS_LCU(5), ENVI RONVENTS_RTAP(5), ENVI RONVENTS QSEMJ 5) ,

TODO
- parse the bootScript contained in the user-tenplate and
propagate its contents to the new one.

Last change: 02/11/98-13:00
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8.1.7 vccEnvDelete(1)

NAME
vccEnvDel ete - delete environment directory and files

SYNOPSIS
vccEnvDel ete -e <env> [-h <host>] [-d <dest>]

DESCRIPTION
Del etes the environnent directory and files for <env>.
Al'l files on <host> under the directory <dest> are del eted.

To be sure that the environment is stopped before, use vccEnvStop(1).

ARGUMENTS
<env> Nanme of environnent, eg. |tlhb, wtltcs, welgs
Mandat ory, no default.

<host> Name of the host where environnent files reside,
default_1: as assigned in configuration database
default _2: | ocal host

<dest> Nanme of destination directory.
For off-1ine deletion (ie. on another machi ne than <host>)
it can be prefixed with "<desthost>:" so that the files are
del et ed on <dest host> rather than <host>.
A warning will be generated in such a case.
If "<desthost>:" (remark the colon) is given, then the
path may also be omtted so that the default is taken.
Defaul t: "$VLTDATA/ ENVI RONMENTS/ <env>" on <host >

OPTIONS
The following option may be given in any comnbi nati on:
-q(uiet) i nhibits output to stdout
-v(erbose) outputs nmore information than normally
CAUTIONS

The system configuration files are not updated!
Thi s shoul d be done by updating the configuration database, and then
generating the configuration files using vcchMake(1l).

RETURN VALUE
exit status 0 (OK) or 1 (failed)

FILES
Files under the directory given by <dest> are del eted.
You rust have priviledge to wite the target directory and file(s),

ot herwi se the operation will fail.

ENVIRONMENT
See vccEnv(1).

59



60 VLT Common Configuration - User Manual - 2.0 VLT-MAN-ESO-17210-0855

EXAMPLES
Del et e RTAP environnent naned ~w e49':

> vccEnvDel ete -e we49

vcelnfo: connected to VCC dat abase at wt e49

vccEnvDel ete: |ocate environment directory "/vlt/data/ ENVI RONVENTS/ wt e49"
vccEnvDel ete: unprotect env files under "/vlt/data/ ENVI RONVENTS/ wt e49"
vccEnvDel ete: delete env files under "/vlt/datal/ ENVI RONVENTS/ wt e49"

SEE ALSO
vccEnv(1), vccMake(1l),

Last change: 02/11/98-13:00
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8.1.8 vccEnvinit(1)
NAME

vccEnvlnit - initialize environnent

SYNOPSIS
vccEnvlnit -e <env> [-t <type>] [-h <host>] [-d <dest>]

DESCRIPTION
Initializes the environment <env> of the given <type>.
Detail ed acti ons dependi ng on <type> are:

LCU: 1. renove snapshot file
2. configure boot-line with bootChange(1l), reboot

RTAP:

[EEN

create enpty database from*.enpty snapshots
| oad dat abase from DB branch i nto snapshots
3. restore normal RtapEnvTable

N

QSEMJ: 1. renobve snapshot file

ARGUMENTS
<env> Nanme of environnment, eg. |tlhb, wtltcs, welqgs
Mandat ory, no default.

<type> Type of environnent: LCU | RTAP | QSEMJ
default _1: as defined in configuration database
default_2: derived from <env>

<host> Name of the host where environnent files reside,
default_1: as assigned in configuration database
default _2: | ocal host

<dest> Nanme of destination directory,
defaul t: "$VLTDATA/ ENVI RONMENTS/ <env>" on <host >

OPTIONS
The following option may be given in any comnbi nati on:
-q(uiet) i nhibits output to stdout
-v(erbose) outputs nmore information than normally
CAUTIONS

This programcalls vccRenExpect (1) to execute renote conmands,
which requires the "expect' interpreter.

RETURN VALUE
exit status 0 (OK) or 1 (failed)

FILES
Files under the directory given by <dest> may be nodifi ed.

You rmust have priviledge to wite the target directory and file(s),
otherwi se the operation will fail.
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ENVIRONMENT
See vccEnv(1).

EXAMPLES
Initialize LCU environnent named "l1te4l' (also increase the rlogin
ti meout to 20 seconds because of slow network or so):

> setenv VLT_VCCTI MEQUT 20
> vccEnvlnit -e lte4l
vcelnfo: connected to VCC database at w e49
vccEnvl nit: execute boot Change sequence on LCU te4l and reboot

Initialize RTAP environnment nanmed ~wt e49':

> vccEnvinit -e we49
vcel nfo: connected to VCC dat abase at wte49
vccEnvlnit: create enpty database in "/vlt/data/ ENVI RONVENTS/ wt e49"
vccEnvlnit: | oad database from DB branch ...
vcCEnvlnit: restore nornmal RtapEnvTable ...

SEE ALSO
vccEnv(1), vccRenExpect (1)

Last change: 02/11/98-13:00
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8.1.9 vccEnvStart(1)

NAME
vccEnvStart - start environment

SYNOPSIS
vccEnvStart -e <env> [-t <type>] [-h <host>] [-d <dest>]

DESCRIPTION
Starts the environnment <env> of the given <type>.

Detail ed acti ons dependi ng on <type> are:
LCU: 1. reboot LCU with VxWirks only
2. install bootScript in boot-line w th bootChange(1)

3. execute boot Script

In case of interactive node (see OPTIONS -j), a pop-w ndow
i s exposed to display the output during booting.

RTAP: 1. run RtapSchedul er(1) in background
2. wait and check for correct start-up of RtapSchedul er
3. wait and check for full database start-up
QSEMJ: 1. run ccsSchedul er (1) in background
2. wait and check for correct start-up of ccsSchedul er
3. wait and check for full database start-up
ARGUMENTS

<env> Nanme of environment, eg. |tlhb, wtltcs, welqgs
Mandat ory, no default.

<type> Type of environment: LCU | RTAP | QSEMJ
default_1: as defined in configuration database
default_2: derived from <env>

<host> Nane of the host where environnent files reside,
default_1: as assigned in configuration database
default_2: local host

<dest> Nanme of destination directory,
defaul t: "$VLTDATA/ ENVI RONMENTS/ <env>" on <host >

OPTIONS
The followi ng option may be given in any comnbi nati on:
-i(nteractive) asks for input
-j(nteractive) "pseudo-interactive" (no input, only pop-up W ndow)
-j <tinmeout> dto. but pop-up windowis automatically del eted

after <tineout> seconds after conpletion of start.

-q(uiet) i nhibits output to stdout
-v(erbose) outputs nmore information than normally

CAUTIONS

This programcalls vccRenExpect (1) to execute renote conmands,
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which requires the “expect' interpreter.

Do not try to start QSEMJ environnments on systens that are
not installed with CCS-lite!

RETURN VALUE
exit status 0 (OK) or 1 (failed)

FILES
Files under the directory given by <dest> are read.
A tenporary file is used to store the LCU reboot out put.

ENVIRONMENT
VLT _VCCBOOTTI ME specifies the timeout in seconds to be used for
LCUs while waiting for bootScript conpletion.
If not defined, then the default is 120 seconds.

DI SPLAY (optional) for display of pop-up w ndow during LCU reboot.

See al so vccEnv(1).

EXAMPLES
Start LCU environment named "Ited4l', also set tineout to conplete
booting to 100 seconds:

> setenv VLT _VCCBOOTTI ME 100

> vccEnvStart -e |te4l
vcel nfo: connected to VCC database at w e49
vccEnvStart: reboot LCU te4l with VxWorks only ...
vccEnvStart: install bootScript in boot-line on LCU te4l ...
vccEnvStart: execute bootScript on LCU te4l (tinmeout: 100 s)

Start RTAP environnent nanmed ~w e49':

> vccEnvStart -e wte4910
vcel nfo: connected to VCC database at w e49
vccEnvStart: run RtapSchedul er in background ...
RTAP/ Pl us Copyright (c) Hew ett-Packard (Canada) Ltd. 1988-1994
Al rights reserved.
Real - Ti me Applications Platform (RTAP/ Plus) rel ease A 06.60
CCS sShared Menory (Id = 828) : ACTIVE

SEE ALSO
vccEnv(1), vccRenExpect (1)

Last change: 02/11/98-13:00
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8.1.10  vccEnvStop(1)

NAME

vccEnvStop - stop environnment

SYNOPSIS

VvcCEnvStop -e <env> [-t <type>] [-h <host>]

DESCRIPTION

Stops the environment <env> of the given <type>.

Detail ed acti ons dependi ng on <type> are:

LCU:

RTAP:

QSEM:

ARGUMENTS
<env>

<t ype>

<host >

1. uninstall bootScript in boot-line wth bootChange(1)
2. reboot the systemw th VxWrks only

1. shutdown with RtapShutdown(1l) or envsKill (1)

1. shutdown wi th ccsShut down

Nanme of environnent, eg. |tlhb, wtltcs, welgs
Mandat ory, no default.

Type of environment: LCU | RTAP | QSEMJ
default_1: as defined in configuration database
default 2: derived from <env>

Name of the host where environnent files reside,
default_1: as assigned in configuration database
default_2: local host

OPTIONS
The followi ng option may be given in any comnbi nati on:
-q(uiet) i nhibits output to stdout
-v(erbose) outputs nore information than nornally
CAUTIONS

This programcalls vccRenExpect (1) to execute renpte conmands,
which requires the “expect' interpreter.

RETURN VALUE

exit status 0 (OK) or 1 (failed)

ENVIRONMENT

See vccEnv(1).

EXAMPLES

Stop LCU environment nanmed "|te4l':

> vccEnvStop -e Ite4dl
vcelnfo: connected to VCC dat abase at wt e49
vccEnvStop: uninstall bootScript and reboot ted4l with VxWorks only
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SEE ALSO
vccEnv(1), vccRenExpect (1)

Last change: 02/11/98-13:00
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8.1.11  vccShow(l)
NAME

vccShow - Show contents of VCC dat abase on screen

SYNOPSIS
vccShow

DESCRIPTION
Prints the contents of the VLT Central Configuration Database
in tabular formto the screen.

ENVIRONMENT
see Vccl nfo(n)

SEE ALSO
Vccel nfo(n)

Last change: 02/11/98-13:00
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8.2 Functions Reference

The following sections contain - in alphabetical order - the manual pages for the functions and mac-
ros included in the programmatic interface of the modules.
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8.2.1 IcubootAutoDrv(1)

NAME
| cuboot Aut oDr v,
| cuboot Aut oDevRegi st er,
| cuboot Aut oDrvinstal |,
| cuboot Aut oDevCr eat e,
| cuboot Aut oDevCheck
- Automatic LCU Driver and Device Installation Facility
SYNOPSIS
i nt | cuboot Aut oDevRegi ster(const char *devNare,
i nt addr Space, void *busAddr,
int lccArgl, ... lccArg3)
i nt | cuboot AutoDrvlnstall (const char *nodul eNane,
i nt nunDevi ces,
const char *drvFuncNane,
const char *devFuncNane,
int drvArgl, ... drvArg6)
i nt | cuboot Aut oDevCreat e(const char *devNane, int argl, ... arg9)
i nt | cuboot Aut oDevCheck(const char *devBaseNare, int nom nal Count)
DESCRIPTION

These functions support the automatic installation of LCU
drivers and devices. All functions are intended to be
used directly fromthe VxWrks shell in a boot-script.

The script is aborted when a fatal error condition occurs, which
is signhalled as a | og message in the form

<tid> (tShell): |cuboot: <nessage>: <faulty itenp:<errno | faulty itenp
<tid> (tShell): --- SCRI PT ABORTED ---

| cuboot Aut oDevRegi ster - registers a device for later creation and
registration in LCC. Internal variables are set that are used
in subsequent calls of 'I|cubootAutoDrvinstall' to install the
driver and "|cuboot AutoDevCreate' to create the devices.

“busAddr' nust be a valid VMEbus address in "addrSpace':

VMEbus Address Mdifier addr Space busAddr
VME_AM SUP_SHORT_I O 0x2d 0 .. Oxffff
VME_AM STD_SUP_DATA 0x3d 0 .. Oxffffff
VME_AM EXT_SUP_DATA 0x0d 0 .. Oxffffffff

“lccArgl' ff. are are saved and passed to "I ccRegisterDevice'
in a subsequent call of I cuboot Aut oLccRegi sterDevs' to make
all devices known to LCC, see |ccRegisterDevice(3).

The nunber of devices found so far is returned. This count is
reset to zero by "I cubootAutoDrvinstall'.

The script is aborted if the internal device table is full,
or if the given address-space and bus-address could not be
converted into a valid | ocal address.
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| cuboot Aut oDrvinstall - conditionally |oads and installs a driver

and prepares all data for subsequent device installation.

“nmodul eNane' is searched in BINPATH and | oaded.

The rest of the parameters are usually defaulted (see bel ow).
No operation is done and OK is returned if the nunber of

devi ces evaluates to zero (see “nunDevices' bel ow),

otherwi se the installation is done accordingly.

“drvFuncName' is the driver install function (e.g "xxxDrv").
“devFuncNane' is the device install function ("xxxDevCreate").
“drvArgl' ff. are passed to the driver install function.

The script is aborted in the follow ng cases:

- the driver nodule could not be found or | oaded.

- the driver installation failed, i.e. it did not return K
- the device installation function could not be found

The followi ng paraneters are defaulted - when onmitted - wth:

“nunDevi ces' = effective count from ' | cuboot Aut oDevRegi ster'
or - if this is zero - fromthe variable
"I cuboot ProbeCount' as set by "I cuboot Aut oProbe'.
Both counts are reset to zero by the function.

“dr vFuncNane' " nodul eNane' " | cuboot Aut oDr vFuncSuf fi x' "

“devFuncNanme' = "' nodul eName' " | cuboot Aut oDevFuncSuffi x' "
“drvArgl' = “nunDevices' (after resolving as above)
“drvArg2' = "I cuboot Aut oDr vAr g2'

“drvArg3' = "I cuboot Aut oDr vAr g3’

See VARI ABLES for the contents of "|cubootAutoD. ..".

To install the correspondi ng devices, at |east as many
consecutive calls of 'IcubootAut oDevCreate' mnust follow
as the eval uated nunber of devices inplies.

| cuboot Aut oDevCreate - perforns the installation of a device using

the function previously defined with "I cuboot AutoDrvinstall'.
The nanme of the device is given by “devName', which is passed
with up to nine further argunents to the install-function.

No operation is done and OK is returned if the nunber
of devices to be installed as defined before with

"l cuboot AutoDrvinstall' has already been reached,

or if the correspondi ng address given with

“ | cuboot Aut oDevRegi ster' is enpty.

It returns OKis the device installation is successful,
ot herwi se the script is aborted.

Note that there nmust be as many calls of this function stated
in the boot-script as the maxi mum nunber of devices that shall
be supported. However, usually fewer devices are actually
install ed.

Note al so that the base-addresses given as argunents to this
function nay be different fromthe probe-addresses stated
in the call of °IcubootAut oDevRegi ster'.

| cuboot Aut oDevCheck - checks whet her the nunber of devices installed

in the systemare equal to a given val ue.

VLT-MAN-ESO-17210-0855
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“devBaseNane' denotes the nanme-prefix of the device famly,
e.g. "lacro" for digital 1/0O devices.

“nom nal Count' is the expected nunber of installed devices, a
negati ve val ue neans no check shall be done and returns OK
OK is returned if the actual and nom nal count are equal,

ot herwi se the script is aborted.

This can be used at the end of the boot-script to verify that
the expected nunmber of devices are actually installed.

Not e however that the boot-script must then be updated
according to the HWconfiguration.

VARIABLES
The follow ng global variables are provided and can be nodified by
the user in exceptional cases:

| cuboot Aut oDr vFuncSuffix - Default suffix to the nodul e-nane to
yield the driver install function.
The variable is preset with: "Drv"
The maxi mum length is 15 chars.

| cuboot Aut oDevFuncSuffix - Default suffix to the nodul e-nane to
yield the device install function.
The variable is preset with: "DevCreate"
The maxi mum length is 15 chars.

| cuboot Aut oDr vArg2 - Default 2nd paraneter for the driver install
function, usually the nunber of channels.
The variable is preset with: 25
Note that that this paraneter can be explicitly given as
argunent to "I cuboot AutoDrvinstall'.

| cuboot Aut oDr vArg3 - Default 3rd paranmeter for the driver install
function, usually the tinmeout in ticks.
The variable is preset with: 100
Note that that this paraneter can be explicitly given as
argunment to "I cuboot AutoDrvinstall’.

ENVIRONMENT
Bl NPATH - col on-separated directory searchpath for binary nodul es

CAUTIONS
Most functions are not reentrant and should therefore only be used
from LCU boot-scripts, where reentrancy is not inportant!

Not nore than 64 devices are supported in one LCU.

The gl obal variable "I cuboot Aut oDrvArg2' contains the default nunber
of device channels that can be opened to all devices of a driver.
When very nmany devices are present, this nmight have to be increased.

EXAMPLES
This exanpl e automatically | oads and installs the "acro" driver if
at | east one acro-device is present, and then installs the found
nunber of devices, up to four.
After that the found devices are registed in LCC
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acroN = | cuboot Aut oDevRegi ster("/acro0", 0x2d, 0x1000, 1, 1, 1)
acroN = | cuboot Aut oDevRegi ster("/acrol", 0x2d, 0x1400, 1, 1, 1)
acroN = | cuboot Aut oDevRegi ster("/acro2", 0x2d, 0x1800, 1, 1, 1)
acroN = | cuboot Aut oDevRegi ster("/acro3", 0x2d, 0x1c00, 1, 1, 1)
| cuboot Aut oDrvinstall "acro"

| cuboot Aut oDevCreate "/acro0", 0x1000, 0xbO, 1
| cuboot Aut oDevCreate "/acrol", 0x1400, Oxb1, 1
| cuboot Aut oDevCreate "/acro2", 0x1800, 0xb2, 1
| cuboot Aut oDevCreate "/acro3", 0x1c00, Oxb3, 1

| cuboot Aut oExec acroN, "sysl nt Enabl e", 1
| cuboot Aut oSpawn acroN, "ti nt ACRO', 200, 0x18, 2000, "acrol nt"

| cuboot Aut oLccRegi st er Devs

A similar - but maybe | ess el egant - inplenentation:

acroN = | cuboot Aut oPr obe( Oxf fff 1000, Oxf f ff 1400, Oxffff 1800, Oxffff 1c00)

| cuboot Aut oDrvinstall "acro", acroN, "acroDrv", "acrobDevCreate", acroN, 5, 80
# or with defaults sinply: |cubootAutoDrvlnstall "acro"

| cuboot Aut oDevCreate "/ acro0", 0x1000, OxbO, 1

| cuboot Aut oDevCreate "/acrol", 0x1400, Oxb1, 1

| cuboot Aut oDevCreate "/acro2", 0x1800, 0xb2, 1

| cuboot Aut oDevCreate "/acro3", 0x1c00, 0xb3, 1

e=cal | oc(512, 1)

| cuboot Aut oExec acr oN>0, "I ccRegi st er Devi ce", "/ acro0", Oxffff1000,1,1,1, e
| cuboot Aut oExec acroN>1, "I ccRegi st er Devi ce", "/ acrol", Oxffff1400,1,1,1,e
| cuboot Aut oExec acroN>2, "I ccRegi st erDevice","/acro2",0xffff1800,1,1,1, e
| cuboot Aut oExec acroN>3, "I ccRegi st erDevi ce","/acro3",0xffff1c00,1,1,1,e
free e

SEE ALSO
| cuboot Aut oEnv(1), | cuboot AutoGen(1), | cubootAutolLcc(1l),
| oadLi b(1), synilib(1),
1 d(2)

Last change: 05/11/97-10:58
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8.2.2 IcubootAutoEnv(1)

NAME

| cuboot Aut oEnv,

| cuboot Aut oEnvini t

- Automatic LCU Environnent Setup Facility
SYNOPSIS

i nt | cuboot Aut oEnvl nit (voi d)
DESCRIPTION

These functions support the automatic setup of LCU shell environnent.
Al functions are intended to be used directly fromthe VxWorks shell
in a boot-script.

The script is aborted when a fatal error condition occurs, which
is signalled as a | og nessage in the form

<tid> (tShell): |cuboot: <nessage>. <faulty itenp:<errno | faulty itenp

<tid> (tShell): --- SCRIPT ABORTED ---

| cuboot Aut oEnvinit - initialize shell environnent variable fromthe
LCU boot-line settings and set the shell-pronpt.

The following variables are derived fromthe LCU boot-Iine
or derived fromother variables, but only if they are not
al ready defi ned:

LOCALHOST = <boot Par ans. t ar get Nane>
LOCALI PADDR : = <boot Par ans. ead>
LOCALENV = | ${ LOCALHCST}

HOSTNANVE = <boot Par ans. host Nane>
HOSTI PADDR = <boot Par ans. had>
HOSTENV = wé{ HOSTNAME}

BOOTHOVE (see bel ow)

BOOTROOT (see bel ow)

BOOTDB : = ${ BOOTHOVE} / DB
LOGFI LE ;= ${BOOTHOVE}/ | ogfile

BOOTHOME corresponds to the directory of the startup-script
as specified in the boot-line. BOOTROOT is derived fromthat
by going two level up in the directory hierarchy. This should
be the same then as VLTDATA on the host workstation.

Default search-paths are also set for binary files (BINPATH)
and nodul e- boot -scripts (BOOTPATH). The parts with | NTROOT

respectively MODROOT are onmitted when not defined. The

CPU- dependent extension is onmtted when CPU is not defined.

BI NPATH : = $BOOTHOVE: \
[ $MODROOT/ bi n: ]\ (i f MODROOT defi ned)
[ $1 NTROOT/ vw/ bi n[/$CPU] : ]\ (i f | NTROOT defi ned)
$VLTROOT/ vw bi n[ / $CPU]

BOOTPATH : = $BOOTHOVE: \
$BOOTROOT/ confi g: \
[ $MODROOT/ bi n: ]\ (i f MODROOT defi ned)
[ $1 NTROOT/ vw/ bi n/ $CPU: ]\ (i f | NTROOT/ CPU def.)
[ $1 NTROOT/ vw/ bi n: ]\ (if | NTROOT defined)
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$VLTROOT/ vw bi n/ $CPU: \ (i f CPU defi ned)
$VLTROOT/ vW bi n

CONFI GPATH : = $BOOTHOVE: \
$BOOTROOT/ confi g: \
[ $MODROOT/ confi g: ]\ (i f MODROOT defi ned)
[ $1 NTROOT/ config: ]\ (i f I NTROOT defi ned)
$VLTROOT/ confi g

The shell-prompt is derived fromthe | ocal environment namne.

Not e that VLTROOT, | NTROOT and MODROOT are not set!

ENVIRONMENT
"l cuboot Aut oEnvinit' sets the above stated shell vari abl es.
VLTROOT and optional |y | NTROOT/ MODROOT nust be set before calling it.

CPU can be optionally set to extend BI NPATH and BOOTPATH.
Val ues are the same as for the VxWirks conpiler, e.g. M368040.

CAUTIONS
Most functions are not reentrant and should therefore only be used
from LCU boot-scripts, where reentrancy is not inportant!

COMPATIBILITY
oserve the follow ng changes after the JUL95 VLT SW Rel ease:
- The structure under BOOTROOT has been changed.
- The default HOSTENV is no | onger appended by "qgs".

SEE ALSO
| cuboot Aut 0Gen(1), | cuboot AutoDrv(1), |cubootAutolLcc(1),
synLi b(1)

Last change: 05/11/97-10:58
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8.2.3 IcubootAutoGen(1)

NAME

| cuboot Aut 0Gen

| cuboot Aut oPr obe

| cuboot Aut oLoad

| cuboot Aut oExec,

| cuboot Aut oSpawn,

| cuboot Aut oCd, | cuboot Aut oCdBoot

- Automatic LCU Module Installation Facility
SYNOPSIS

i nt | cuboot Aut oProbe(char *probeAddr0, ... *probeAddr9)

i nt | cuboot Aut oLoad(BOOL cond, const char *nodul eNane,

int reldFlag, int synFlag)
i nt | cuboot Aut oExec(BOOL cond, const char *funcNane, int argl, ...arg8)
i nt | cuboot Aut oSpawn(BOCL cond, const char *taskNane,
int priority, int options, int stackSize,
const char *funcName, int argl, ..arg4)
i nt | cuboot Aut oCd(BOCL cond, const char *searchPat h,
const char *fil eNane)

i nt | cuboot Aut oCdBoot (BOOL cond, const char *scri pt Nane)

DESCRIPTION

These functions support the automatic installation of all genera
LCU modul es. Al functions are intended to be
used directly fromthe VxWrks shell in a boot-script.

The script is aborted when a fatal error condition occurs, which
is signalled as a | og message in the form

<tid> (tShell): I|cuboot: <nessage>: <faulty itenp:<errno | faulty itenp
<tid> (tShell): --- SCRI PT ABORTED ---

| cuboot Aut oProbe - tests whether any hardware is present at the given
addresses. Byte-read accesses are executed to verify this.
Up to ten addresses can be given, the function stops after
the first non-successful access.
It returns the nunmber of successful accesses

The counting begins normally fromzero each tinme the function
is called. If “probeAddr0' is NULL then the counting is
continued fromthe | ast value, which is useful when nore

than ten addresses nust be probed.

This can be used to determ ne the nunber of boards/devices
that are present in the system

Note that it cannot be checked whether the hardware found
at a given address is actually the "correct"” one.

St andard pre-defined board addresses nust be used as an
essential precondition.

| cuboot AutoLoad - if “cond' is TRUE, then it |oads the binary nodul e
“modul eNanme', applying the search-path in the environnment
vari abl e Bl NPATH

It also loads the nodule's error-definition files, provided
they exist. It is silently ignored if no error-files are found
See | cuboot ErrorLoad(1l) for details.
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No operation is done and OK is returned for FALSE “cond'.

The sanme is true if a nobdule with this nane is already | oaded
and ‘reldFlag'" is zero, otherwise the nodule is re-|oaded.
“synFlag' is usually zero and can be onitted, see |oadLib(1).
It returns K if the nodule is found and | oaded.

It returns ERROR if the npdule is not found, however,

the script is not aborted then. It aborts the script

only if the nodule is found but cannot be | oaded properly.

This can be used to conditionally/optionally |oad a nodul e.

| cuboot AutoExec - if “cond' is TRUE, then it executes the given
function with the given argunents.

No operation is done and OK is returned for FALSE "cond'.
It returns the called function's return-value, or ERROR
if the function is not found in the synbol -table.

This can be used to conditionally/optionally install a nodule.

| cuboot AutoSpawn - if “cond' is TRUE, then it spawns “funcNanme' as a
task with the nanme “taskNane', using the given paraneters,
as in taskSpawn.

No operation is done and OK is returned for FALSE "cond'.
It returns the return-value of the taskSpawn call, or
ERROR i f the function is not found in the synbol -table.

Note that fewer arguments can be passed to the task conpared
to a direct call of taskSpawn.

This can be used to conditionally/optionally spawn a task.

| cuboot AutoCd - if “cond' is TRUE, then it changes to the directory
in which a given file is found. The file is searched applying
the given col on-separated directory search-path.

No operation is done and OK is returned for FALSE "cond'.
It returns the OK, or ERROR in case of any failure.

Note that after calling this function the current working
directory is not reset to it's previous val ue.

| cuboot Aut oCdBoot - is simlar to | cubootAutoCd' , but specifically
i ntended for nodul e-boot-scripts. It searches for “scriptNange'
appl ying the search-path in the environment variabl e BOOTPATH.

The script is aborted when the nodul e-boot-script could not
be found in any of these directories.

VARIABLES
| cuboot ProbeCount - counts the valid addresses in " | cuboot Aut oProbe'

FILES
See | cuboot ErrorLoad(1l) for error-definition files.

ENVIRONMENT
Bl NPATH - col on-separated directory searchpath for binary nodul es
BOOTPATH - col on-separated directory searchpath for nodul e-boot-scripts
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CAUTIONS
Most functions are not reentrant and should therefore only be used
from LCU boot-scripts, where reentrancy is not inportant!

EXAMPLES
The first exanple searches for the nodul e-boot-script of "lqgs"
and executes it under the shell:

| cuboot Aut oCdBoot 1, "I gs. boot"
< | gs. boot

Thi s nodul e-boot-script could then have the foll owi ng contents.
It automatically |oads and sets up the "l gs" nodul e.
After that the found I gs task is spawned.

| cuboot Aut oLoad 1, "I gs"

# Define Ping and Ack timeout (seconds)
| cuboot Aut oExec 1,"lgslnit", 10, "rtap"

| cuboot Aut oExec 1, "1 qsAddEnvTbl ", "wt el3qgs"”, "tel3", "134.171. 12. 222", 2223
| cuboot Aut oExec 1, "l qsAddEnvTbl ", "wt e19qgs"”, "tel9","134.171. 12. 228", 2223
| cuboot Aut oExec 1, "1 qsAddEnvTbl ", "wt el13", "tel3","134.171.12.222",2155
| cuboot Aut oExec 1, "1 qsAddEnvTbl ", "wt el6", "tel6","134.171.12.225", 2167

# Spawn the | gs task
| cuboot Aut oSpawn 1, "tLgs", 90, 0x18, 20000, "Igs"

SEE ALSO
| cuboot Aut oEnv(1), | cubootAutoDrv(1), |cubootAutolLcc(1l),
| cuboot ErrorLoad(1),
| oadLi b(1), synilib(1),
1d(2)

Last change: 05/11/97-10:58
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8.24 IcubootAutoLcc(1)

NAME
| cuboot Aut oLcc,
| cuboot Aut oLccRegi st er Devs
- Automatic LCU Installation Support Facility for LCC
SYNOPSIS
i nt | cuboot Aut oLccRegi st er Devs(voi d)
DESCRIPTION
These functions support the automatic installation of LCC,
especially for devices. Al functions are intended to be
used directly fromthe VxWrks shell in a boot-script.
The script is aborted when a fatal error condition occurs, which
is signalled as a | og nmessage in the form
<tid> (tShell): |cuboot: <nessage>: <faulty itenmp:<errno | faulty itenp
<tid> (tShell): --- SCRI PT ABORTED ---
| cuboot Aut oLccRegi sterDevs - register all devices under LCC that were
previously announced with " | cuboot Aut oDevRegi ster"' .
The nunber of registered devices is returned.
The script is aborted when a call to | ccRegisterDevice' fails.
CAUTIONS
Most functions are not reentrant and should therefore only be used
from LCU boot-scripts, where reentrancy is not inportant!
SEE ALSO

| cuboot Aut oEnv(1), | cuboot AutoGen(1), |cubootAutoDrv(1),
| oadLi b(1), synilib(1),
[ d(2)

Last change: 05/11/97-10:58
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8.2.5 IcubootError(1)

NAME
| cuboot Error Load,
| cuboot Er r or Get For mat
- LCU Error system functions.
SYNOPSIS
i nt | cuboot ErrorLoad(const char *nodNane)
i nt | cuboot Error Get For mat (const char *nodNane,
int errNunber,
char *severity,
char *format)
DESCRIPTION
This functions provides the facilities to |l oad ERROR files and
retrieve the information about error text and format for a
gi ven nodul e and error nunber. |cubootErrorLoad is called automatically
at modul e | oadi ng, but can be used by itself for test purposes.
| cuboot ErrorLoad - | oad the ERROR definition file for the given
nmodul e, if the nmodul e does not have ERROR
files it just return. If the nodul e has the
ERROR fil e (<nmpbd>_ERRORS) but the index
file is not present (<mpbd>ERRORS.idx) the
script is aborted.
| cuboot Error Get Format - retrieves severity and fornat
definition for the pair
(rmodNane, er r Nunber) .
Returns val ues: | cubootOK if no problem
| cuboot Error _MOD _NOT_FQOUND i f the
nmodul e was not found
| cuboot Error_ERR NOT_FOUND i f the
error nunmber was not found for
the nodul e
| cuboot Error I NTERNAL i f an internal
error occurs.
FILES
Error-defition files are accessed read-only under VLTROOT
respectively | NTROOT:
ERRORS/ <nbd>_ERRORS
ERRORS/ <nmbd>ERRORS. i dx
where <nmod> is the name of the nodule, as given by "nmodNane'.
CAUTIONS
Note that the name of the nodule and the prefix of the
error-definition files nust be the same, otherw se the
files will not be found!
EXAMPLES

| cuboot Error Load( " nmod") ;
| cuboot Error Load("notci");
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status = | cuboot Error GeFor mat (" nod", nod_ERR_NOT_FOUND,
myFormat, nySeveritty);
if (status != I|cudrvCK)
switch (status) {
case | cuboot Error _MOD NOT_FOUND:
case | cuboot Error ERR NOT_FOUND:
defaul t:

SEE ALSO
| cuboot Aut oEnv(1), | cuboot AutoGen(1), | cubootAutolLcc(1),

| oadLi b(1), synlib(1)

Last change: 05/11/97-10:58
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8.2.6 IcubootFile(1)

NAME
| cuboot Fi l e,
| cuboot Fil eOpen - find and open a file
SYNOPSIS
i nt | cubootFil eQpen(const char *searchPath,
const char *fil eNane,
i nt openhbde)
DESCRIPTION

Search for a file with a given search path and open it.

searchPath - col on-separated list of directories
fileName - relative fil enanme
openMbde - node passed as second paraneter to " open'

RETURN VALUES
a file-descriptor (> 0) if the file is found and opened
| cubootERROR if the file is not found or cannot be opened

EXAMPLE

fd = I cuboot Fi |l eOpen(getenv("BI NPATH'), "lcc", O_RDONLY);

if (fd < 0)

cl ose(fd);
CAUTIONS

The returned fil e-descriptor should be closed after operation.
SEE ALSO

open(2), close(2)

Last change: 05/11/97-10:58
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8.2.7 IcubootLog(1)

NAME
| cuboot Logl ni t
| cuboot LogFi ni sh
| cuboot Loghvsg
- log of boot nmessages fromlcuboot into a W5 file.
SYNOPSIS
STATUS | cuboot Logl ni t (voi d);
STATUS | cuboot LogFi ni sh(voi d);
STATUS | cuboot LogMsg(char *fnt, int argl, int arg2, int arg3,
int arg4, int arg5, int arg6)
DESCRIPTION

These functions supports | oggi ng of nessages generated while

executing the LCU s boot Scri pt.

Messages are logged into the file |l cubootLogFile, this file is

located in the boot Ws in the directory $VLTDATA/ ENVI RONVENTS/ <I cuEnv>.

| cubootLoglnit - Open the log file and adds its file
descriptor to the VxWirks | ogging system To avoid that the
logfile size grows indefinetely, it is re-created
every time the boot process is started and the file
size is greater tha O.

| cuboot LogFi ni sh - Logs "Il cuboot end" in the |ogFile,
closes it and deletes the file descriptor from
the WxWorks's | oggi ng system
I f | cubootLoglnit have not been called or if it have
failed nothing is done.

| cuboot LogMsg - Behaves exactly |ike vxWbrks's | ogMsg, but
it flushes the buffer of the logfile.
I f | cubootLoglnit have not been called or if it have
failed nothing is done.

RETURN VALUES

| cuboot Logl ni t - lcubootERROR if it fails to open the
| ogFil e, otherw se | cubootCK

| cuboot LogMsg - | cuboot K.

| cuboot LogFi ni sh - | cuboot OK.

EXAMPLES
| cubooLogl ni t
| cuboot LogMvsg("hello % % % testing ...",1,2,3,0,0,0)
| cuboot LogFi ni sh

SEE ALSO

I ogLib
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Last change: 05/11/97-10:58
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8.3 Directory Reference

The following sections contain the manual pages for the directory formats for environments.



VLT Common Configuration - User Manual - 2.0 VLT-MAN-ESO-17210-0855

8.3.1  ENVIRONMENTS_LCU(5)

NAME
ENVI RONMVENTS LCU - LCU standard environnent directory
SYNOPSIS
$VLTROOT/ t enpl at es/ f or Envs/ LCU/ (tenpl ate)
SVLTDATA/ ENVI RONVENTS/ <env>/ (target)

DESCRIPTION
The directory contains the files needed by an LCU environment:

$VLTDATA

I
- - ENVI RONMVENTS/

I
--<env>/
I
- - PROCESSES
-- boot Scri pt
-- devicesFile
-- lcuboot LogFile
-- logfile
-- rebootFile
-- userScript

--dbl/
| --Makefile
| - - DATABASE. db
| - - USER. db

I
I
I
I
I
I
I
I
I
|
I
I
I
| --DB/

Each file is created froma tenplate available in $VLTROOT.
<env> nane of the LCU environment. Mist begin with “1' (ell).
FILES
The standard tenplate can be copied with envsCreate(1).
The actual target should be | ocated under:
SVLTDATA/ ENVI RONVENTS/ <env>/

The directory contains the following files and sub-directories:

Nane Pur pose

PROCESSES Li st of processes that accept conmands
boot Scri pt Executed during start-up

devi cesFil e Defines LCC software devices

| ogfile Used by LCC

| cuboot LogFi | e Used by LCC

rebootFile Used by LCC

user Scri pt For user definition during start-up
dbl / Dat abase source directory

dbl / DATABASE. db St andard dat abase

dbl / Makefil e Accepts “make db' to build database branch
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dbl / USER. db Confi gur abl e dat abase part
DB/ Directory branch generated by " make db'

ENVIRONMENT
VLTROOT - path to the VLT constant text area
VLTDATA - path to the VLT variable data area

SEE ALSO
envsCreate(1)

Last change: 02/11/98-14:22
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8.3.2 ENVIRONMENTS_QSEMU(5)

NAME

ENVI RONVENTS  QSEMUJ - QSEMUJ (CCS-Lite) standard environment directory
SYNOPSIS

$VLTROOT/ t enpl at es/ f or Envs/ QSEMJ/ (tenpl ate)

SVLTDATA/ ENVI RONVENTS/ <env>/ (target)

DESCRIPTION
The directory contains the files needed by an QSEMJ envi ronnment :

$VLTDATA

I
- - ENVI RONMVENTS/

--<env>/

I
- CcsEnvTabl e

| -

| -- PROCESSES

I

| --dbl/

| | - - Makefile
| | - - DATABASE. db
| | - - USER. db

I

I

I
I
I
I
I
I
I
I
I
I
I
I
| - - DB/

Each file is created froma tenplate available in $VLTROOT.
<env> nane of the QSEMJ environnent.
Mist begin with “"w and should end with “gs'.

FILES
The standard tenplate can be copied with envsCreate(1l).
The actual target should be | ocated under:

$VLTDATA/ ENVI RONVENTS/ <env>/

The directory contains the following files and sub-directories:

Nanme Pur pose

PROCESSES Li st of processes that accept conmands
CcsEnvTabl e Process definitions

dbl / Dat abase source directory

dbl / DATABASE. db St andard dat abase

dbl / Makefile Accepts “nmake db' to build database branch
dbl / USER. db Confi gur abl e dat abase part

DB/ Directory branch generated by " nake db'

ENVIRONMENT
VLTROOT - path to the VLT constant text area
VLTDATA - path to the VLT variable data area
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SEE ALSO
envsCreate(1)

Last change: 02/11/98-14:22
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833  ENVIRONMENTS_RTAP(5)

NAME
ENVI RONVENTS_RTAP - RTAP standard environnment directory
SYNOPSIS
$VLTROOT/ t enpl at es/ f or Envs/ RTAP/ (tenpl ate)
SVLTDATA/ ENVI RONVENTS/ <env>/ (target)

DESCRIPTION
The directory contains the files needed by an RTAP environnent:

$VLTDATA

I
- - ENVI RONMVENTS/

I
- - <env>/
I
- - PROCESSES
-- RtapEnvTabl e

I

I

I

| --dbl/

| | -- Makefile

| | - - DATABASE. db
| | - - USER. db

I

| - - DB/

Each file is created froma tenplate available in $VLTROOT.
<env> nane of the RTAP environment. Mist begin with “w.
FILES
The standard tenplate can be copied with envsCreate(1l).
The actual target should be | ocated under:
$SVLTDATA/ ENVI RONVENTS/ <env>/
The directory contains the following files and sub-directori es:

Nanme Pur pose

PROCESSES
Rt apEnvTabl e. nor nal
Rt apEnvTabl e. st art up

Li st of processes that accept conmands
Process definitions for normal operation
Process definitions for initial DB |oad

Rt ap* Snap? Rt ap snapshot file for nornmal operation

Rt ap* Snap?. enpty Rt ap snapshot file for initial DB | oad

dbl / Dat abase source directory

dbl / DATABASE. db St andar d dat abase

dbl / Makefile Accepts “make db' to build database branch
dbl / USER. db Confi gur abl e dat abase part

DB/ Directory branch generated by " nake db'

ENVIRONMENT
VLTROOT - path to the VLT constant text area
VLTDATA - path to the VLT variable data area
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DATABASE CAPACITY POINTS LICENSE

Rt ap*. enpty files are configured to work with 1000 points capacity.

To change this, new *.enpty files nust be generated by :

- nodi fying RtapEnvTable to start RtapDbStartup nanual | y:
Rt apDbStartup -r

- starting the environnment (RtapScheduler -e <...>)

- choosing the option "Create enpty dat abase”

- nodifying the field "Mxi mum nunber of points"

- choosing the option "Accept configuration: startup"

- stopping the environment (RtapShutdown -e <...>)

- renaning newly created files into .enpty (Rt apDi skDb, RtapHdr*, RtapRant,
Rt apSnapCtrl)

- restoring RtapEnvTabl e

Note that when running |Is_stat or RtapPerfMn, |icenses are displayed in
64 points units (16 units = 1000 points; 125 units = 8000 points).

SEE ALSO
envsCreate(1)

Last change: 02/11/98-14:22
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8.3.4 Icuboot(5)
NAME
| cuboot - LCU boot-script organization
DESCRIPTION
After |oading the VxWorks imge, an LCU sources a boot-scri pt
to load and initialize all further software it needs.
Modul e- speci fic sub-boot-scripts are called fromthe main
“boot Script' of the LCU for each nodul e that shall be initialized.
For each nmodul e there must be a VxWrks boot-script named
"<nmodul e>. boot" in one of the directories stated in FILES
that |oads and initializes the nodul e.
See Modul e. boot (5) and Driver.boot(5) for the typical contents
of that file.
For each sub-boot-script there should be a man-page named
"<nodul e>. boot (5)" that explains the contents of the boot-script.
For each driver sub-boot-script there should be a nan-page
naned "<nodul e>(4)" that explains the respective board-hardware
(junpers etc.).
FILES

The files "bootScript" and "userScript" nust be located in:
$VLTDATA/ ENVI RONVENTS/ <I cu- env>/

This directory is assigned on to the variable BOOTHOVE on the LCU.
VLTDATA is only defined on the W5, and corresponds to BOOTROOT on LCU.

Binary files for all nbdules to be | oaded are searched in
Bl NPATH, which consists by default of the following directories
(cpuNane is for instance MC68040):

1. $BOOTHOVE
2. $I NTROOT/ vw bi n/ <cpuName>/ <npdul e>
3. $VLTROOT/ vw bi n/ <cpuNanme>/ <nodul e>

The nodul e-boot -scripts are searched in BOOTPATH, which has
the following order of priority:

$BOOTHOVE/ <nodul e>. boot

$BOOTROOT/ conf i g/ <modul e>. boot

$I NTROOT/ vw bi n/ <cpuName>/ <nodul e>. boot
$1 NTROOT/ vw/ bi n/ <npdul e>. boot

$VLTROOT/ vw bi n/ <cpuName>/ <nodul e>. boot
$VLTROOT/ vw bi n/ <nodul e>. boot

ouhkwhE

Al'l boot-scripts are initially installed under "$VLTROOT/vw bi n".

If you want to insert some changes that shall apply only to
one specific LCU-environment, then copy the respective script
from "$VLTROOT/ vw bi n/ <cpuNarme>" to "$VLTDATA/ ENVI RONMENTS/ <| cu- env>".

If you want to insert sonme changes that shall apply to all
LCU-envi ronments not having the above nentioned private version,
then copy the respective script either to your |NTROOT, or
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from "$VLTROOT/ vw bi n/ <cpuNanme>" to "$VLTDATA/ config/".

ENVIRONMENT
VLTROOT - path to global VLT installation area (nandatory)
VLTDATA - path to global VLT data area (nandatory)
I NTROOT - path to private installation area (optional)

SEE ALSO
boot Scri pt (5), userScript(5), Mdule.boot(5), Driver.boot(5)

Last change: 05/11/97-10:58
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8.4 Files Reference

The following sections contain the manual pages for the file formats used in the modules.
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8.4.1 bootScript(5)

NAME
boot Scri pt - LCU standard boot script

SYNOPSIS
$VLTDATA/ ENVI RONVENTS/ <env>/ boot Scri pt

DESCRIPTION
The LCU boot script allows to load and initialise all the software
runni ng on the LCU:

drivers and ot her support nodul es,
Q Server,

LCU Conmon Sof t war e,

user applications.

Several configuration sections allowto set-up the boot script for a
specific environment and target system

This version of the boot script is a generic version that nust be
custom zed for each LCU.

Val ues to be given to custom zation paraneters are indicated by

| etters between angle brackets (e.g. <hostNane>) and nust be repl aced
by the actual val ues.

The followi ng sections correspond to the recommented order of sections
in the bootScript.

ROOT CONFIGURATION
Configurabl e environnent variables and paraneters

Mandat ory vari abl es:

VLTROOT Pat h of the VLTROOT area on the boot host.
Exanpl e: /vl t/ DEC95

Opti onal vari abl es:

| NTROOT Path of the INTROOT area on the nounted host.
This variable is optional:
- if not defined then all files are accessed in VLTROOT
- if defined then INTROOT has priority to VLTROOT
Exanpl es: / di skb/ user x/ | NTROOT
[ earth/projects/ ESO LCU | NTEGRATI ON

MODROOT Pat h of the MODROOT area on the nounted host.
This variable is optional:
- if defined then MODROOT has hi ghest priority.

BOOTHOVE Path of the hone directory in which the LCU boot Scri pt
etc. are located. The variable is optional, it can
be derived automatically by "I cuboot AutoEnvinit'.

Note that the local filenames of xxxROOT can al so be fixed to for exanple
"/ VLTROOT" and "/ NTROOT", and the assignnent to renote fil esystens be
done via NFS nounting, see next section.
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NETWORK CONFIGURATION
Files are accessed through NFS by the LCU boards during system | oadi ng and
initialisation and for database | oadi ng/ unl oadi ng and backup/restore
oper ati ons.

By default, all exported filesystems of the boot server host are mounted
by VxWor ks boot procedure. The NETWORK configuration section allows to
nmount filesystens fromother hosts on the LCU:

nf sAut hUni xSet " <host Name>", <user| d>, <gr oupl d>
host Add " <host Nanme>", " <i pAddr >"
nf sMount "<host Name>", "<fil eSystenmp", "<l ocal Name>"

<host Nane> Nane of renote system Exanple: "earth”

<user | d> Uni x user id (*) to be used by the LCU for NFS access.
Exanpl e: 150

<groupl d> Unix group id (*) to be used by the LCU for NFS access.
Exanpl e: 50

(*) Can be any existing UNI X user, but conventionally
it is the one used by the LCU to boot, nanely "vx"

<i pAddr > Internet address of renote system
Exanpl e: "192.9.200. 2"

<fil eSystenr Nanme of renote filesystem Exanple: "/earth"

<l ocal Name> Local name for the filesystem Exanple: "/earth"

LCUBOOT CONFIGURATION
The "I cuboot" nodul e should be present under VLTROOT and is | oaded
usually fromthere. If it is (also) present in INTROOT then it can
optionally be |oaded fromthere, if explicitly stated.
The nodul e provides the functions that are used during the
further execution of the boot-script.

No user-specific configuration is necessary in this section,
except that the | oading fromI|NTROOT can be enabl ed.

ENVIRONMENT CONFIGURATION
The follow ng environment variables can be configured by the user.
A call of “lcubootAutoEnvinit' autonatically defines all variables
that are left undefined by the user with default values, which wll
fit in nost cases.

LOCALHOST Uni x host nane of LCU. Exanple: "noon"

LOCALENV Envi ronnent nane of LCU. Exanple: "I noon"

LOCALI PADDR Internet address of LCU. Exanple: "192.9.200. 45"
LOCALTCPPORT TCP port nunber of LCU. Exanple: 2160

HOSTNAME Name of boot server host. Example: "earth”

HOSTENV Envi ronnent nane of boot server host. Exanple: "wearth"
HOSTI PADDR I nternet address of boot server host. Ex: "192.9.200.2"
HOSTTCPPORT TCP port nunber of boot server host. Exanple: 2301

BOOTROOT root-directory fromwhich the LCU is booting

95



96 VLT Common Configuration - User Manual - 2.0 VLT-MAN-ESO-17210-0855

BOOTHOVE private LCU boot-directory under BOOTROOT
BOOTDB directory of LCU boot-dat abase
LOGFI LE name of LCU log-file

MODULES CONFIGURATION
Modul es are divided i nto SYSTEM nodul es (that are usually al ways
necessary and shoul d al ways be | oaded in correct order) and USER
nodul es (that are nornmally not al ways necessary).

Al'l nmodul es shoul d be | oaded first, and initialized after all nodul es
have been | oaded. Modul e-specific sub-boot-scripts should be called
to load (if not already done) and initialize each nodul e.

The driver nodul es can normally al ways be included, because they
install thenselves automatically if correspondi ng devices are found.

See | cuboot (5) for the search directories of nodul e i mages and
boot - scri pts.

DEVICES CONFIGURATION
Al devices are normally automatically installed when correspondi ng
hardware is found. To check whether the expected nunmber of devices
for each device-family have actually been installed, the respective
Iine nust be uncommented and the expected devi ce-count mnust be stated.

USER CONFIGURATION
In this section the USER nodul es are initialized by calling their
respective nodul e-boot -scripts.

After that the "userScript" in the LCU s boot-directory is executed,
whi ch can have any user-defined contents.

TERMINATION
Bootstrap term nating actions of LCC
No user configuration necessary.

FILES
See | cuboot (5) for general organization of files.

SEE ALSO
| cuboot (5), userScript(5), Mdule.boot(5)

Last change: 02/11/98-14:22
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8.4.2 devicesFile(5)

NAME
devicesFile - LCU device table

SYNOPSIS
$VLTROOT/ vw BOOT/ <l cuenv>/ devi cesFil e

DESCRIPTION
The devicesFile lists the software devices controlled by LCC. It
contains the definition of a TABLE attribute of the database used
by LCC (:LCC:. DEVI CES: devi ceTabl e). The table contains the follow ng
fields:
- nanme of software device (Bytes20),
- nane of software device control process (Bytes20),

- initialisation status of software device (U nt32) [LCC internal use],

- reply status of software device (Logical) [LCC internal use],
- simulation status of software device (Logical) [LCC internal use,
updated by | ccDevEnterSim and | ccDevExitSini,
- state of software device (U nt32) [LCC internal use, updated by
| ccSet Devi ceState] .
The attribute is restored by LCC using the dbRestore function
when the corresponding LCU i s reboot ed.

EXAMPLES
<CWP>: : LCC: DEVI CES
<ATTRI BUTE>: devi ceTabl e <TYPE>: Table <REC>: 0 - 2 <FIELDS>: 0 - 5
"nmotorl1l" "MbtorControll1l" 1 00 1
"not or2" "Mt or Control 2"
"not or 3" "Mt or Cont rol 3"

the values 0 - 2 and 0 - 5 in the above exanple give respectively the
records in the table and the fields of each record.

For an LCU configured w thout software devices, the devicesFile
shal | contain the follow ng |ine:

<CWpP>: :LCC: DEVI CES

Last change: 02/11/98-14:22
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8.4.3 userScript(5)

NAME
userScript - LCU environnent user-configurable initializations

SYNOPSIS
$VLTDATA/ ENVI RONVENTS/ <env>/ user Scri pt

DESCRIPTION
This script allows to load and initialise application software.
It is called fromthe LCU boot script (bootScript) after all
drivers and LCC Conmon Software have been | oaded and initialised.

FILES
See | cuboot (5) for general organization of files.

SEE ALSO
| cuboot (5), bootScript(5), Mdule.boot(5)

Last change: 02/11/98-14:22
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8.5 Panel Widgets and Libraries

TBD
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