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Some past supernova surveys
• Historical surveys

– Zwicky/Caltech/Palomar/POSS
• first systematic searches with the 18” Schmidt
• only provider of SNe for a long time

– Asiago (Rosino)/Zimmerwald (Wild)
• spawned from the Caltech search

– Rev. Evans, McNaught
• extremely successful amateur searches

– Las Campanas search (Tammann/Sandage – 1984-1986)
• very limited success (20 SNe in 2 years)
• no rate paper every published

– Berkeley automated search
• first automated search (from Leuschner Observatory)

– Calan/Tololo SN search (Maza/Hamuy/Phillips/Suntzeff - 1990s)
• successful search with photographic plates and CCD follow-up 

observations
• coordinated spectroscopy
• basis for SN cosmology by providing the nearby sample (Hamuy et al. 

2006)



Supernova Searches
• Early searches
– find supernovae!

• Zwicky, Asiago, Zimmerwald, Rev. Evans

• Targeted searches
– Hubble diagram à Hubble constant

• Las Campanas, Calán-Tololo, Berkeley automated 
search, SN Factory

– Distant supernovae à decelaration
• Danish Search, SCP, High-z SN Search Team, SNLS, 

ESSENCE, SDSS

• Nearby robotic searches
– SN physics
– SN rates

• LOSS, CHASE



Lick Observatory Supernova Search

Total Ia Ibc II no	classification
929 372 144 399 14

40.0% 15.5% 42.9% 1.6%
Optimal	sample
726 274 116 324 12

37.7% 16.0% 44.6% 1.6%
Volume limited	sample	(80Mpc	– Ia;	60Mpc	– Ibc and	II)
180 74 25 81

Leaman et	al.	2010
Li	et	al.	2010



Supernova Searches

• ‘Indiscriminant’ searches
– sky monitoring 

• as opposed to galaxy monitoring
➔ several new SN classes
• ROTSE-III, QUEST, Catalina Ridge, ASASSN, (i)PTF, 

PanSTARRS-1, ZTF, LSST

– special monitoring 
• LMC/OGLE 

• VVV, UltraVISTA, VIDEO, VEILS à no results so far
• planet transit projects, e.g. WASP, HAT, NGTS

• Special projects
– search in special regions

• IR search in star formation region à CC rates

– 𝜈 and gravitational wave searches



Do we find all nearby SNe?
• Searching the local volume

– requires all-sky searches

0

20

40

60

80

100

120

140

160

180

200

19
50

19
52

19
54

19
56

19
58

19
60

19
62

19
64

19
66

19
68

19
70

19
72

19
74

19
76

19
78

19
80

19
82

19
84

19
86

19
88

19
90

19
92

19
94

19
96

19
98

20
00

20
02

20
04

20
06

20
08

<18
<17
<16



Nearby supernovae

• Decline after 2010
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Nearby Supernovae

• As distances
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Do we find all nearby SNe?Nearby!SNe!

Ben Shappee, Easter Island



Synoptic Programs

• Follow-up
– SN physics

• CfA, CSP, PESSTO 

• light curves, spectral series

• Search for progenitors
– Imaging of nearby explosion sites

• HST, AO supported (Smartt, van Dyk)

– Radial velocity survey
• Supernova Progenitor surveY (SPY; VLT/UVES), 

SDSS



Supernova Progenitor surveY

• 644 DA white dwarfs checked for radial 
velocity changes à search close binaries

– are there double 
degenerate white 
dwarfs in the solar 
neighbourhood?

– discovered ~35
double degenerate 
systems

Napiwotzki et	al.	2007
Geier et	al.	2010



SPY

• Example of the 
double-lined 
WDs

R. Napiwotzki et al.: The ESO supernovae type Ia progenitor survey (SPY)

Fig. 7. Hα region of the double-lined systems detected in the survey. The graph shows one observed spectrum for each binary and the best fitting
model spectrum (blue smooth line). The observed spectra were smoothed with a Gaussian with 0.15 Å for display. ∆λ is the wavelength offset
relative to the laboratory wavelength of Hα
.

Article number, page 11 of 41

Napiwotzki et al., in prep.



Future surveys

• Several searches/surveys continue:
– Amateurs, LOSS, CfA, CHASE, New surveys
– SkyMapper
– GAIA transient sources
– Dark Energy Survey
– Zwicky Transient Factory

• Avishay Gal-Yam

– LSST
• Melissa Graham

– EUCLID
• DESIRE à Astier et al. 2014

– WFIRST
• Ryan Foley et al.; Saul Perlmutter et al.



Cosmology - do we need more?

• Already in hand
– >1000 SNe Ia for cosmology
– constant ω determined to 5%
– accuracy dominated by systematic effects

• reddening, correlations, local field, evolution

• Test for variable ω
– required accuracy ~2% in individual

distances
– can SNe Ia provide this?

• can the systematics be reduced to this level?
• homogeneous photometry?
• further parameters (e.g. host galaxy mass,  

metalicity)



More supernovae
• Increase the number of interesting 

supernovae

– many more general searches

• remove paradigms

– possible through the technological progress 

• detectors, data storage, data handling and processing

– Need to keep the overview

– Need to keep the focus on science results

• Improved understanding 

– hints on explosion physics

– statistical samples à rare objects



Supernovae at ESO
• Many long-term programs
– Large Programs before 2010

• Danziger, Turatto, Benetti

– PESSTO (survey) à SOXS in the future
• spectroscopic follow-up with NTT/EFOSC2/SOFI

• focussed on special objects
– superluminous SNe, etc.

– Spectropolarimetry
• Patat, Maund, Baade, Spyromilio

– SN 1987A
• nearly unbroken spectroscopic record

– Monitoring of old supernovae



Supernovae at ESO
• Searches
–mostly attached to survey programs

• UltraVISTA, VVV, VIDEO

• no results presented so far

– VEILS
• dedicated IR search in 

connection with DES

• starts next year

– SUDARE
• rates as a function of redshifts

A&A 584, A62 (2015)

Fig. 17. Our estimates of the SN Ia rate at z =
0.25, 0.45, 0.65 are compared with the other
values from literature. The rate of Cappellaro
et al. (1999), Hardin et al. (2000), Madgwick
et al. (2003), Blanc et al. (2004) were given
per unit luminosity. They are converted in rate
per unit volume using the following relation
of the luminosity density as a function of red-
shift: jB(z) = (1.03 + 1.76 z) ⇥ 108 LB

� Mpc�3

(Botticella et al. 2008). The measurements of
Perrett et al. (2012) are scaled up by 15% to ac-
count for the fact that they not include the faint
SN 1991bg-like events.

Fig. 18. Histogram of published estimates of the SN Ia rate in the three
redshift bins of our measurements. All values are scaled to the mean
redshift of the bin, assuming a linear evolution of the rate with redshift
(see text). In red we show our measurements. The black lines are the
Gaussian curve whose mean and variance are computed from the data
and reported in each panel’s legend. The averages and dispersions were
computed by weighting the individual measurements with the inverse
of their statistical errors.

e↵ect of the rate evolution within each of these redshift bins has
been removed by scaling the measurements to the mean redshift
of the bin, assuming that the rate scales as rIa / 0.6 ⇥ z, that, as
a first order approximation, fits the rate evolution up to redshift
⇠1 (the exact slope of the relation may be slightly di↵erent but
it is not crucial for the comparison we are performing here).

It appears from Fig. 18 that for each bin the distribution of
measurements (our own included) are consistent with a normal
distribution, and the dispersion is well understood considering

Table 6. Average of SN Ia rate measurements per redshift bin (units
10�4 yr�1 Mpc�3).

zbin hzi rIa � N
0.00–0.15 0.05 0.25 0.05 6
0.15–0.35 0.25 0.29 0.07 7
0.35–0.55 0.45 0.44 0.11 9
0.55–0.75 0.65 0.58 0.14 8
0.75–1.00 0.84 0.64 0.20 11
1.00–1.50 1.16 0.87 0.22 7
1.50–2.00 1.64 0.63 0.22 5

the statistical and systematic errors a↵ecting the measurements.
As a consequence, we will use average values as the best es-
timates of the SN Ia rate for the comparison with models in
the following. The average rates per redshift bin are reported in
Table 6, where Col. 1 gives the redshift bin, Col. 2 the average
redshift, Cols. 3 and 4 the average rate and dispersion, and Col. 5
the number of measurements per bin. We note that, for redshift
z > 0.75 in the computation of the average rate, we did not cor-
rect the individual measurements for the possible rate evolution
inside the bin.

In Fig. 20 we compare the average SN Ia rate measurements
with the expected evolution for di↵erent progenitor scenarios
predicted by Greggio (2005). Models in Greggio (2005) assume
that SNIa progenitors are close binary systems that attain explo-
sion upon reaching the Chandrasekhar mass either because of
mass accretion from a companion star (single degenerate, SD)
or by merging with another WD (double degenerate, DD). The
delay between the birth of the binary system and its final explo-
sion ranges from ⇠40 Myr to the Hubble time so that, at each
epoch, the SN events in a galaxy are the result of the contribu-
tions of all past stellar generations. Following Greggio (2005),
the expected SN Ia rate at the time t is

rIa(t) = KIa

Z min(t,⌧x)

⌧i

fIa(⌧) (t � ⌧)d⌧, (9)

A62, page 18 of 25

A&A 584, A62 (2015)

Fig. 16. CC SN rate per unit volume. All mea-
surements do not account for the correction for
hidden SNe. To obtain the predicted SN rate
from the measured SFR, we adopt 8, 40 M�
as the lower and upper mass limits for SN
CC progenitors and the proper IMF, Salpeter
for Madau & Dickinson (2014) and SalA for
Hopkins & Beacom (2006). The dashed lines
show the predicted SN rate, assuming the frac-
tion of hidden SNe given in (Mattila et al.
2012).

Given the short lifetime of their progenitors (<30 Myr), there
is a simple, direct relation between the CC SN and the current
SF rate:

rCC(z) = KCC ⇥  (z), (7)

where  (z) is the SFR and KCC is the number of stars per unit
mass that produce CC SNe, or:

KCC =

R mU,CC

mL,CC
�(m)dm

R mU

mL
m�(m)dm

, (8)

where �(m) is the initial mass function (IMF), mL and mU are the
extreme limits of the stellar mass range and mL,CC and mU,CC, the
mass range of CC SN progenitors.

Assuming that KCC does not evolve significantly in the red-
shift range of interest, the evolution of the CC SN rates with
redshift is a direct tracer of the cosmic SF history (SFH).
Conversely, we can use existing estimates of the SFH to com-
pute the expected CC SN rate, assuming a mass range for their
progenitors. To do this consistently one has to use the same IMF
(or KCC) adopted to derive the SFR. Indeed, although Kcc de-
pends on the IMF in Eq. (8), the ratio between the cosmic SFR
and CC rate does not give a real indication on the IMF, since
both quantities actually trace the number of massive stars that
produce both UV photons and CC SN events. The formal depen-
dence on the IMF of this ratio is introduced by the extrapolation
factor used to derive the SFH from luminosity measurement to
convert the number of massive stars formed at the various red-
shifts into the total stellar mass that has been formed.

The CC progenitor mass range is still uncertain, both for the
low and upper limit. Stellar evolution models suggest a typi-
cal range of 9�40 M� (Heger et al. 2003) for CC SNe, though
the upper limit strongly depends on metallicity and other fac-
tors, e.g. rotation or binarity. In recent years, it was feasible to
search for the progenitor star for a number of nearby CC SN
in archival pre-explosion images (Smartt 2009, 2015, and ref-
erences therein). This allows an estimate of the masses of their
progenitor stars to be obtained, or, if not detected, an estimate of
upper limits. By comparing the observed mass distribution with

the IMF, it was argued that the minimum initial mass is 8± 1 M�.
The same analysis also suggests a paucity of progenitors of SN II
with mass greater than 20 M�, which would indicate that these
stars collapse directly in to a black hole, without producing a
bright optical transient (Smartt 2009). However this result needs
to be confirmed so hereafter, following the trend of the literature
in the field, we adopt an upper limit of 40 M�.

With a mass range 8�40 M� for the SN CC progenitors
we obtain a scale factor KCC = 6.7 ⇥ 10�3 M�1

� for a standard
Salpeter IMF or KCC = 8.8 ⇥ 10�3 M�1

� for a modified Salpeter
IMF (SalA), with a slope of �1.3 below 0.5 M� (similar to what
adopted in Hopkins & Beacom 2006).

Assuming the 8�40 M� mass range, it has been claimed that
the comparisons between the SFH from Hopkins & Beacom
(2006; hereafter HB06) and the published measurements of
CC SN rates showed a discrepancy of a factor two at all red-
shifts (Botticella et al. 2008; Bazin et al. 2009).Horiuchi et al.
(2011) argue that this indicates a “supernova rate problem” for
which they propose some possible explanations: either many
CC SNe are missed in the optical searches because of heavy
dust-obscuration, or there is a significant fraction of intrinsically
very faint (or dark) SNe at which point, after the core has col-
lapsed, the whole ejecta falls back onto the black hole.

On the other hand, Botticella et al. (2012) found that the
CC SN rate in a sample of galaxies within 11 Mpc is consis-
tent with that expected from the SFR derived from FUV lumi-
nosities. Taylor et al. (2014), based on the SDSS-II SN sam-
ple, estimated that the fraction of missing events is about 20%.
Gerke et al. (2015) performed a search for failed SNe by mon-
itoring a sample of nearby galaxies (<10 Mpc). After four yr
they found only one candidate, which suggests an upper limit
of 40% for the fraction of dark events among CC SNe that, un-
fortunately, is not yet a strong constraint. To detect the CC SNe
hidden by strong extinction, several infrared SN searches have
been performed in local starburst galaxies (Maiolino et al. 2002;
Mannucci et al. 2003; Mattila & Meikle 2001; Miluzio et al.
2013), in some cases exploiting adaptive optics (Cresci et al.
2007; Mattila et al. 2007; Kankare et al. 2008, 2012) to improve
the spatial resolution. However, despite the e↵orts, it has not
been possible to unveil the hidden SNe.

A62, page 16 of 25

Cappellaro et al. 2015



The promise of the (near-)infrared

• Extinction is much reduced in the near-IR

– AH/AV ≅ 0.19 (Cardelli et al. 1989)

• SNe Ia much better behaved 

Krisciunas et al. (2004)

Mark Phillips

= 1980N (1.29)
= 1986G (1.79)
= 1998bu (1.05)
= 1999aw (0.81)
= 1999ee (0.94)
= 2000ca (1.01)
= 2001el (1.15)

SN  Dm15(B)



Others find this too

• Light curves
in the near-IR 
very uniform 
at peak, but 
large 
differences
at later times

Burns et al. (2011) used a bootstrap technique to incorporate the
extra dispersion found in the template fits caused by NIR light-
curve variations. We have attempted to account for this extra
dispersion by adding the extrapolation errors derived by Burns
et al. (2011) in quadrature with the uncertainties in the apparent
magnitude obtained from the SNooPy fits.

Because the variations in the strength of the secondary max-
imum affect the accuracy of light-curve template-fitting in the
iY JH bands, we might expect the uncertainties in the peak NIR
magnitudes to be a function of how many days past maximum
the observations begin. Folatelli et al. (2010) found that if a
SNe Ia has observations that begin within ∼1week after the time
of maximum, the random uncertainty in peak magnitude is
∼0:1 mag and the systematic uncertainty is only ∼0:03 mag;
a template fit for a SNe Ia with photometry that starts later than
this will be unreliable. Two thirds of the events in our sample
with Δm15ðBÞ < 1:7 have photometry that starts within 5 days
of the NIR maximum, and so it is interesting to see if the tem-
plate-fitting procedure gives reasonable estimates of the peak
magnitude for these SNe Ia. To test this, we create a plot similar
to that of Figure 3. For this test, we rederive the template-fit
peak NIR apparent magnitudes by removing all of the data prior
to 5 days after NIR maximum for each SN Ia and running the
data through SNooPy again. Figure 4 shows the resulting plots
in Y JH. There appear to be some systematic differences, but,
again, they are not large when compared with the uncertainties
in the final absolute magnitudes. The weighted averages of the
differences are 0.03 mag in Y , 0.01 mag in J , and 0.04 mag in

H, which is about the same for the weighted averages found in
Figure 3, suggesting that when the observations begin within
5 days of NIR maximum, SNooPy does an adequate job of de-
riving peak light-curve parameters from template fits.

It is unclear at this point how to best handle the diversity of
light-curve morphologies in the NIR when applying templates to
SNe Ia whose NIR observations start more than 5 days after NIR
maxima. Introducing a second parameter, such as another peak
magnitude, decline-rate relation (such as aΔm15-like parameter
defined for the Y JH bandpasses), host-galaxy property, or
spectral feature, might help (e.g., Kasen 2006; Wang et al.
2009; Foley & Kasen 2011; Sullivan et al. 2010; Blondin et al.
2011), but identifying this second parameter is difficult with the
limited number of well-observed events. With significant differ-
ences among the NIR light curves of SNe Ia with similar
Δm15ðBÞ values, though, template-fitting in iY JH based on
the Δm15ðBÞ parameter alone may be subject to significant un-
certainties. Here, we proceed to cautiously apply templates when
needed, while using the BF subsample of objects, for which no
template-fitting is needed, to check our results.

3. INVESTIGATING THE HOMOGENEITY OF PEAK
LUMINOSITY OF SNe Ia IN THE NIR

3.1. Distance Moduli, Color Excess, and Reddening

In this section we use our homogenous sample of light curves
to examine the precision of SNe Ia as standard candles in the

FIG. 1.—Left: Absolute-magnitude B and V light curves of SNe 2006D,
2004eo, and 2005el. The light curves are shifted such that maxima agree.
All SNe have similar decline rates in the range of Δm15ðBÞ ¼ 1:35–1:39 mag.
Blue squares represent SN 2006D, green circles represent SN 2004eo, and red
triangles represent SN 2005el. Note the similarity in the B and V light curves.
Right: Absolute-magnitude Y JH light curves of the same SNe. Again, the light
curves are shifted to a common maximum. Note the difference in the Y JH light
curves, especially the difference in strength of the second maxima in the J band.

FIG. 2.—Left: Absolute-magnitude B and V light curves of SNe 2006mr,
2005ke, and 2007on (Δm15ðBÞ ¼ 1:75–1:89). Blue squares represent SN
2006mr, green circles represent SN 2005ke, and red triangles represent SN
2007on. The light curves are shifted to a common maximum. As in Fig. 1,
the optical light curves are very similar. Right: Absolute Y JH magnitude light
curves of the same SNe. The light curves are shifted to a common magnitude.
Note the large difference in the NIR light curves, especially between SN 2007on,
which shows a rise to second maxima.

STANDARDIZABILITY OF TYPE IA SUPERNOVAE IN NEAR-INFRARED 117

2012 PASP, 124:114–127

This content downloaded from 138.246.2.112 on Fri, 30 May 2014 07:54:42 AM
All use subject to JSTOR Terms and Conditions

SN 2006mr
SN 2005ke
SN 2007on
Kattner et al. 2012



At least around maximum

• Scatter minimal at first 
maximum in Y (1.04μm), 
J (1.24μm), H (163μm) 
and K (2.14μm)

• ~90 objects in J and H 
– 70 in Y, 20 in K

• Mostly Carnegie SN 
Project data (Contreras 
et al. 2010, Stritzinger et 
al. 2011)

IR light curves of SNe Ia 5

Figure 1. The IR light curves in Y , J , H and K bands are plotted. In the lower panels, the rms scatter at a sampling of 1 day is plotted
as a function of phase.

Table 3. Scatter in NIR bands

Filter Opt. Phase sigma Phase range sample

Y �4.4 0.15 �4— +1 CSP
J �3.6 0.16 �4— +3 CSP
H �5.1 0.17 �5— +1 CSP
J �3.8 0.17 �6 — +1 non-CSP
H �4.7 0.14 �7 — +2 non-CSP

ter can be seen in Y -band. Table ?? demonstrates that the
objects in the full sample do have a small scatter for some
phase range. Fig. ?? also shows the evolution of scatter for
the literature sample (i.e. SNe not observed by the CSP).
We find very similar results for this sample, which are sum-

marised in table ?? as well. The epoch at which the scatter
is lowest in J and H band is very similar for both samples.
In the H band, the literature sample has very low scatter
and < �5 days. This is because there are very few objects
with such early coverage in the sample. A similar trend is
seen at late times, where the non-CSP sample has a lower
scatter. From fig. ??, we can see that this is true because
the sample has fewer objects.

3.3 The minimum

The minimum in J and H occurs about two weeks after B
maximum (Fig. ??). The Y light curves dip about three days
earlier at t0 = 11 days. The phase range is still relatively
narrow with the minima in Y all occurring with roughly

c� 2014 RAS, MNRAS 000, ??–??

Y

K

J

H

Dhawan et al. 2015

6 S. Dhawan et al.

Figure 2.Distribution of peak phases in Y , J , andH light curves.
The coloured histograms are for SNe Ia from the CSP sample
while the open histograms show the distributions of all SNe Ia in
our sample. All near-IR filter light curves peak at about the same
phase (-4 days) relative to the B maximum. The CSP and the
literature samples are comparable and no significant deviation in
the histograms is observed. The scatter is slightly larger than the
errors in the fits indicating a real variation within the sample.

Table 3. Scatter in NIR bands

Filter Opt. Phase sigma Phase range sample

Y �4.4 0.15 �4— +1 CSP
J �3.6 0.16 �4— +3 CSP
H �5.1 0.17 �5— +1 CSP
J �3.8 0.17 �6 — +1 non-CSP
H �4.7 0.14 �7 — +2 non-CSP

scatter is observed for Y filter. The flattest distribution of
the scatter can be seen in Y -band. Table 3.2 demonstrates
that the objects in the full sample do have a small scatter
for some phase range.

XXXX merge this with the previous paragraph
and a single table Fig. ?? also shows the evolution of
scatter for the literature sample (i.e. SNe not observed by
the CSP). We find very similar results for this sample, which
are summarised in table 3.2 as well. The epoch at which the
scatter is lowest in J and H band is very similar for both
samples. In the H band, the literature sample has very low
scatter and < �5 days. This is because there are very few
objects with such early coverage in the sample.

Figure 3. Distribution of light curve minimum in Y , J , and
H light curves. The Y minimum is reached a few days before
the J and H light curve dips, which occur about 2 weeks after
B maximum. The distribution is larger than the fitting errors
indicating a real variation within the sample.

3.3 The minimum

The minimum in J and H occurs about two weeks after B
maximum (Fig. 3). The Y light curves dip about three days
earlier at t0 = 11 days. The phase range is still relatively
narrow with the minima in Y all occurring with roughly
±2 days. While the distribution in H is still fairly compact
(±2 days), there appears to be a tail of late minima in the
J filter.

Like for the first peak the scatter in the histograms is
larger than the individual uncertainties and hence there is
an intrinsic variation of the light curve shapes in this phase
of the evolution.

There appears no significant di↵erence between the CSP
and the literature samples in the distributions.

The luminosity scatter among the minimum luminosi-
ties is comparable to the one observed at the first peak,
which provides a possible cross check on distances. In Y the
scatter is below 0.2 magnitudes right after the minimum,
while J and H light curves display a larger dispersion at this
point. Neither of them drops below 0.2 magnitudes scatter
after the first peak as is apparent from Fig. ??.

3.4 The second maximum

We fit a spline to the data of the objects right after the
minimum and before the SNe settle onto the late decline.
Since the spline fits require good sampling at late times, we
had to restrict our sample to the best sampled light curves.

c� 2014 RAS, MNRAS 000, 1–15



NOT after maximum
4 days 14 days 30 days

Dhawan et al. 2014



Other light curve parameters

• Late decline (t>40 days) Dhawan et al. 2014



Correlations

• IR properties
correlate with optical 
decline rate

• Phase of secondary 
maximum strongly 
correlated Δm15

Biscardi et al. 2012A&A 537, A57 (2012)

R=0.9

R=0.12

R=0.8

R=0.08

R=0.8

R=0.07

Fig. 8. The time since B maximum of secondary NIR peak (lower panel)
and the absolute magnitude of secondary peak (upper panel) versus the
∆m15(B). SN 2008fv is represented with large circles, the data from
literature with small open squares. The Pearson coefficients R is also
shown for each panel with the resulting best fit of data (solid line). For
the timing of secondary maximum in J-band, we also plot the prediction
of Kasen (2006) models (solid line and open circles).

to derive the set of relationships between t2 measured in the
NIR bands and ∆m15(B), given by

t2,J = (30.0 ± 2.0) + (−16.2 ± 1.2) · [∆m15(B) − 1.1] , (5)
rms = 2.0 days
t2,H = (25.0 ± 2.7) + (−12.9 ± 1.7) · [∆m15(B) − 1.1] , (6)
rms = 2.5 days
t2,K = (24.4 ± 5.5) + (−14.2 ± 3.5) · [∆m15(B) − 1.1] , (7)
rms = 3.0 days.

Owing to the relatively small number of available observational
data (particularly in the K-band), the coefficients of the equa-
tions need to be improved. Thus, to derive more robust relation-
ships and reduce their values of rms, we need to enlarge the
sample of SNe observed at these wavelengths. For the J-band,
we plot (lower-left panel of Fig. 8) the predictions by Kasen
(2006). In the lower-left panel of Fig. 8, we compare the ob-
served quantities for the J-band with the theoretical models pro-
vided by Kasen (2006, see their Fig. 11). To reach our goal,
we evaluate the 56Ni mass value through the Mazzali et al.
(2007) empirical relation. We found a quite good agreement
with Kasen (2006) models reproducing the mid-range decliners
(1.1 <∼ ∆m15(B) <∼ 1.3), whereas, some discrepancy can be no-
ticed in the ’region’ of the slow decliners (∆m15(B) <∼ 1.) where
the secondary maximum occurs later than expected. In contrast,
SNe having ∆m15(B) >∼ 1.4 show an early appearance of the sec-
ondary NIR peak with respect to the model predictions.

By adopting the nomenclature of Kasen (2006), we derived
the following parameters from the quantities listed in Table 15:
i) the difference in magnitude between the secondary maximum
and the local minimum, M2−M0; and ii) the difference in magni-
tude between the secondary and the primary maximum, M2−M1.
The results of the comparison between the observations and the

Fig. 9. Strength of the secondary maximum in the J-band as a function
of the decline rate ∆m15(B). The symbols are the same as in Fig. 8. The
lower panel shows the difference in magnitudes between the secondary
maximum and the primary maximum, while the upper panel displays
the difference in magnitudes between the secondary maximum and the
local minimum. In each panel, the same quantities predicted by Kasen
(2006) models are plotted for comparison.

models are reported in Fig. 9 as a function of ∆m15(B). In the
upper panel of Fig. 9, a close agreement is also found between
models and data for what concerns the strengths of the secondary
NIR peaks (measured with respect to the local minimum), even
though the relatively wide spread of the involved quantities has
to be taken into account. Finally, we note that the strengths of the
secondary maximum (but now measured with respect to the pri-
mary maximum) does not correlate with the decline rate and, the
observational data are not closely reproduced by the models (see
the lower panel of Fig. 9). Our analysis suggest that additional
parameters, such as e.g. the outward mixing of 56Ni, could also
have strong effects on the secondary maximum, playing a major
role in these relations. This confirms the similar conclusions of
Kasen (2006, in the discussion of his models), and Folatelli et al.
(2010, based on the I-band observations).

As already mentioned, we are still far from achieving a reli-
able and precise description of all the morphology of NIR light
curves of SNe, a goal that will require additional observational
and theoretical efforts.

Before concluding, we take further advantage of the entire
SNe sample collected here by following the idea suggested by
Hamuy et al. (1996a) and Elias-Rosa et al. (2008) for the I-band,
i.e. of searching for alternative characterizations of the SN Ia de-
cline rates by comparing ∆m15(B) with the values of ∆mt(X).

The results are shown in Fig. 10. One of these is that a possi-
ble linear correlation is found between∆m15(J) and the ∆m15(B).
The fit procedure recovers a R ∼ 0.5 and a scatter of about
0.3 mag, if the SN 2004dt is excluded from the sample on the
basis of its spectroscopic and photometric peculiarities (Branch
et al. 2009; Biscardi et al., in prep.). In contrast, no correlation
is observed between ∆m15(H,K) and ∆m15(B).

We also confirm and support the result obtained by Folatelli
et al. (2010) for a sample of 9 SNe in the J and H-band: the tight-
ness of the correlation increases when the ∆m15(B) is compared
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Correlations

• Second maximum

– phase strongly correlated 
with Δm15

– strength only weakly 
correlated

Dhawan et al. 2015

IR light curves of SNe Ia 11

Figure 9. Timing of the second maximum in Y , J and H bands
plotted against �m15. A very strong correlation is observed.

5.2 Progenitor Metallicity

At times close to the epoch of second maximum, the J band
is dominated by Fe II lines, whereas the H band is domi-
nated by CoII lines (Jack, Hauschildt, & Baron (2012) show
this in simulated IR spectra at late epochs). Therefore the
contrast between mJ and mH can be used as a proxy for the
ratio of Fe to Co, and hence, the metallicity of the progeni-
tor. We find that there is no dependence of this contrast on
t2.

If the progenitor metallicity a↵ects the t2, Kasen (2006)
expect earlier second maxima to be either brighter or as
brighter second maxima. We find that there is a faint trend
at the r ⇠ 0.5 level signifying that earlier maxima are fainter
and not brigher, as would be expected if the metallicity was
a dominant factor. This strengthens the argument that pro-
genitor metallicity is not the primary factor a↵ecting the
nature of the second maximum.

5.3 Late Decline

After the second maximum, the SN enter a phase linear de-
cline. It is observed that the decline rates are very uniform.
We also find a uniform distribution of decline rates in the
BV ri bands. We interpret is as a uniformity in the escape
fraction evolution of the � rays. This compares well with
theoretical predictions. In figure 24 of Woosley et al. (2007),

Figure 10. The strength of the second maximum versus �m15

in Y JH bands. A weak correlation is observed.

we find that models with di↵erent input MNi show similar
escape fraction evolution at late times (> 50 days after ex-
plosion). Since the normalization of the late decline tells us
the amount of Nickel produced in the explosion, we expect
it to correlate with other parameters which relate to MNi

The dependence of M |55(X) on t2 provides evidence
that the late time IR flux (which determines the normaliza-
tion of the light curve at late times) is strongly tied to the
amount of Ni produced in the explosion. This corroborates
the predictions from theory that the normalization of the
light curves at late times is dependent on MNi

We note that the di↵erence between m2 and m|55 (in
Y JH bands) is strongly correlated with �m15. Since m2

is the peak luminosity of the second maximum and m|55 is
the luminosity after the SN has declined from the second
maximum, the di↵erence traces a decline rate in the IR (for
the second peak). Thus, this correlation suggests that the IR
decline after the second peak is dependent on the intrinsic
brightness of the objects. This present us with a ’brightness-
decline rate’ formalism in the IR, akin to the Phillips relation
in the IR.

5.4 Lira Law Epoch

From the B-V colour curve at late phases, it was deduced
that nearly all objects have the same colour at late epochs
(Lira (1996), Phillips et al. (1999)). This observation was
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Consistent picture emerging

• Second peak in the near-IR is the result of 
the recombination of Fe++ to Fe+ (Kasen
2006)

• The ejecta structure rather 
uniform
– late declines very similar

• higher luminosity indicates a higher Ni mass
• later secondary peak also indicated higher Ni 

mass
• Ni mass and (optical) light curve parameters 

correlate (Scalzo et al. 2014)



Luminosity function of SNe Ia
• Use the phase of the 

second maximum to 
derive the bolometric 
peak luminosity

– calibrated on a sample of 
reddening-free SNe Ia

– apply to reddened 
objects

S. Dhawan et al.: Nickel mass in SNe Ia

Fig. 1. Bolometric maximum luminosity Lmax is plotted against the
phase of the second maximum t2 in Y JH filter light curves. A strong
correlation is observed in Y and J, whereas a weaker correlation is seen
in the H band. Best fit lines are overplotted in black. The fit includes
errors on both axes.

Table 2. Values of the coe�cients for correlations between Lmax and t2
in the individual filters.

Filter ai bi

Y 0.041 ± 0.005 �0.065 ± 0.122
J 0.039 ± 0.004 0.013 ± 0.106
H 0.032 ± 0.008 0.282 ± 0.174

In the interest of a clean low extinction sample, we have re-
moved seven objects with E(B�V)host < 0.1 but total E(B�V) �
0.1. Interestingly, several of the excluded objects are amongst
the most luminous SNe Ia in the sample. Even after the removal
of these seven objects, we do not derive a significant correlation
for the H band light curves from our sample. It will have to be
seen, whether future data will reveal a correlation or whether the
H light curves are not as sensitive to the nickel mass as the other
NIR filters. The relations are identical for the full and restricted
sample within the uncertainties listed in Table 2. We combine the
relations from the two bands for extrapolating the values of Lmax
in the following analysis. We assume that the Y band estimate
is equivalent to the value in the J band and calculate the slope
and intercept with the photometry of both filters, which leads to
improved statistics.

3.2. Deriving M

56

Ni

from L

max

We present three di↵erent methods to derive M56Ni from Lmax:
using Arnett’s rule with an individual rise time for each SN Ia,
using Arnett’s rule with an assumed constant rise time applied to
all SNe Ia, and calculating Lmax from delayed detonation models
with di↵erent M56Ni yields (Blondin et al. 2013). Arnett’s rule
states that at maximum light the bolometric luminosity equals
the instantaneous rate of energy input from the radioactive de-
cays. Any deviations from this assumption are encapsulated in a
parameter ↵ below. It is quite possible that ↵ depends on the
explosion mechanism and shows some variation between ex-
plosions (Branch 1992; Khokhlov et al. 1993). These early pa-
pers found rather wide ranges with 0.75 < ↵ < 1.4 depend-
ing on the exact explosion model and the amount of assumed
mixing (Branch 1992; Khokhlov et al. 1993). More recently
Blondin et al. (2013) found a range of ↵ within 10% of 1 for
delayed detonation models. These models are not applicable for
low-luminosity SNe Ia. If ↵ systematically depends on explosion
characteristics, then the derived nickel masses may su↵er from
a systematic drift not captured in our treatment. These uncer-
tainties must be taken into account for interpreting the derived
56Ni mass.

3.2.1. Arnett’s rule with individual rise times

Arnett’s rule states that the luminosity of the SN at peak is given
by the instantaneous rate of energy deposition from radioactive
decays inside the expanding ejecta (Arnett 1982; Arnett et al.
1985). This is summarized as (Stritzinger et al. 2006a):

Lmax(tR) = ↵E56Ni(tR), (2)

where E56Ni is the rate of energy input from 56Ni and 56Co decays
at maximum, tR is the rise time to bolometric maximum, and ↵
accounts for deviations from Arnett’s Rule. The energy output
from 1 M� of 56Ni is (↵ = 1):

✏Ni(tR, 1 M�) = (6.45⇥1043e�tR/8.8+1.45⇥1043e�tR/111.3) erg s�1.

(3)

We use the relation for estimates with di↵erent rise times in the
B filter for each SN following,

tR,B = 17.5 � 5 · (�m15 � 1.1) (4)

from Scalzo et al. (2014), which covers the tR,B–�m15 parameter
space of Ganeshalingam et al. (2011). Like Scalzo et al. (2014),
we apply a conservative uncertainty estimate of ±2 days. The
bolometric maximum occurs on average one day before Bmax
(Scalzo et al. 2014).

3.2.2. Arnett’s rule with a fixed rise time

Originally, M56Ni was determined from Lmax for a fixed rise time
of 19 days for all SNe Ia (Stritzinger et al. 2006a). Similar to
these analyses we propagate an uncertainty of ±3 days to ac-
count for the diversity in the rise times. The peak luminosity
then becomes (Stritzinger et al. 2006a)

Lmax = (2.0 ± 0.3) ⇥ 1043(M56Ni/M�) erg s�1. (5)

As described above, we assumed ↵ = 1 (see Stritzinger et al.
2006a; Mazzali et al. 2007), which is the analytical approxima-
tion of Arnett (1982). For the DDC models of Blondin et al.
(2013), ↵ is within 10% of 1 for all but the least luminous model.
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Luminosity function of SNe Ia

• SN 2014J test passed

• Potential to determine 
the luminosity function 
and Ni distribution

A&A 588, A84 (2016)

Table 4. Comparison of di↵erent methods of estimating M56Ni for SN 2014J.

MNi (inferred) � Method Reference
0.62 0.13 � ray lines Churazov et al. (2014)
0.56 0.10 � ray lines Diehl et al. (2015)
0.37 . . . Bolometric light curve AV = 1.7 mag Churazov et al. (2014), Margutti et al. (2014)
0.77 . . . Bolometric light curve AV = 2.5 mag Churazov et al. (2014), Goobar et al. (2014)
0.64 0.13 NIR second maximum this work (combined fit)
0.60 0.10 NIR second maximum + measured rise this work

Notes. All measurements assume a distance modulus of 27.64 ± 0.10.

Table 5. M56Ni estimates for objects with high values of E(B � V)host.

S N t2 M56Ni (inferred) M56Ni (lit. val.) Percent di↵erence Referencea

(d) (M� ) (M� )
SN 1986G 16.4 ± 1.4 0.33 ± 0.08 0.38 ± 0.03 15.15 RL92
SN 1998bu 29.9 ± 0.4 0.58 ± 0.12 0.57 1.7 S06b
SN 1999ac 27.0 ± 2.0 0.53 ± 0.12 0.67 ± 0.29 26.4 S06a
SN 2001el 31.2 ± 0.7 0.62 ± 0.12 0.40 ± 0.38 33.8 S06a
SN 2002bo 28.9 ± 0.7 0.56 ± 0.12 0.52 7.1 St05
SN 2003cg 30.2 ± 1.5 0.59 ± 0.13 0.53 10.1 ER06
SN 2003hv 22.3 ± 0.1 0.43 ± 0.11 0.40 ± 0.11 6.9 L09
SN 2006X 28.2 ± 0.5 0.57 ± 0.11 0.50 ± 0.05 12.2 W08
SN 2007if 32.3 ± 0.8 0.65 ± 0.16 1.6 ± 0.1 158.3 S10

Notes. Comparison with independent estimates from the literature are given where available. (a) The references for the M56Ni measurements are
RL92: Ruiz-Lapuente & Lucy (1992); S06a: Stritzinger et al. (2006a); S06b: Stritzinger et al. (2006b); St05: Stehle et al. (2005); ER06: Elias-Rosa
et al. (2006); L09: Leloudas et al. (2009); W08: Wang et al. (2008); S10: Scalzo et al. (2010).

to �17. This is also reflected in our luminosity function (Fig. 3),
where we observe a clear peak at Lmax = 1.3 ⇥ 1043 erg s�1 with
some more luminous objects and a tail to fainter objects. The
range is also comparable to the one found by Li et al. (2011).

In the next step we derive the distribution of M56Ni for all
SNe Ia with su�cient infrared light curve data using Eq. (6) and
a fixed rise time and ↵ = 1. Table 6 and Fig. 3 present the SN Ia
nickel mass function.

6. Discussion and conclusion

Using the relation derived from the low-reddening sample, we
extrapolate an Lmax value for 58 SNe Ia objects having a mea-
sured t2. The estimate of t2, along with this relation, provides
a method of deducing the bolometric peak luminosity, indepen-
dent of a reddening estimate and of a distance measurement (rel-
ative to the calibration of our low-absorption sample) and with-
out requiring multi-band photometry. We thus have established
a reddening-free luminosity function of SNe Ia at peak (Fig. 3).

We established an intrinsic luminosity function and 56Ni
mass distribution for all SNe Ia with a t2 measurement (Table 6).
The distribution of Lmax has a standard deviation of 0.2 ⇥
1043 erg s�1, and M56Ni has a standard deviation of 0.11 M�.
Scalzo et al. (2014) find a similar distribution of M56Ni with a �
of 0.16 M�. We tested our method on SN 2014J, a heavily red-
dened SN Ia in the nearby galaxy M 82, and find good agreement
between the estimates from the �-ray observations (Churazov
et al. 2014; Diehl et al. 2015, see Table 4). Faint, 91bg-like
SNe Ia, which show typically lower luminosities (Filippenko
et al. 1992; Leibundgut et al. 1993), do not display a sec-
ond maximum in their NIR light curves and are not in our
sample. Therefore, the true dispersion in peak luminosity and
M56Ni for SN Ia will likely be larger than what is derived here.

Stritzinger et al. (2006a) find a dispersion of a factor of ⇠10,
since their sample included peculiar SNe Ia, such as SN 1991bg
and SN 1991T.

Our reddening-free estimate of the M56Ni can be compared
to independent 56Ni mass estimates, such as from the late-time
(�200 d) pseudo-bolometric light curve. It should also be pos-
sible to determine the amount of radiation emitted outside the
UVOIR region of the spectrum at late phases and a bolometric
correction (e.g. Leloudas et al. 2009). There are very few ob-
jects for which both NIR data to measure t2 and nebular phase
pseudo-bolometric observations are present, making a quantita-
tive comparison for a sample of objects extremely di�cult. Thus,
we strongly encourage more late-time observations of SN Ia.

The observed Lmax and M56Ni distributions directly connect
to the physical origin of the diversity amongst SNe Ia. A pos-
sible explanation is the di↵erence in the explosion mechanism.
Pure detonations of Mch WDs (Arnett 1969) were seen to be un-
feasible since they burn the entire star to iron group elements
and do not produce the intermediate mass elements (IMEs) ob-
served in SN Ia spectra. Pure deflagrations (e.g. Travaglio et al.
2004) can reproduce observed properties of SNe with M56Ni 
0.4 M�. Deflagration models however, cannot account for SNe
with higher M56Ni and hence, cannot explain the entire distribu-
tion in Fig. 3.

Delayed-detonation models (e.g. Khokhlov 1991; Woosley
1990) are more successful at producing higher M56Ni. In this ex-
plosion model, a subsonic deflagration expands the white dwarf
to create low densities for IMEs to be produced in a supersonic
detonation phase that is triggered at a deflagration-to-detonation
transition density (⇢tr).

Recent 1D studies by Blondin et al. (2013) compare a suite
of Chandrasekhar mass (MCh) delayed detonation models with
observations for SNe with a range of peak luminosities. They
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Fast-declining SNe Ia

• Two groups?

– separation in 

• bolometric luminosity

• phase of NIR first peak

• lack of second second
NIR maximum

➔ Suhail Dhawan’s
talk next week

S. Dhawan et al.: Fast declining SNe Ia

Table 1. SN sample used in this analysis

SN tB(max) �m15 sBV t2(Y)1 t2(J) µ Ref 2

(MJD; d) (mag) (d) (d) (mag)
SN1999by⇤3 51308.3 1.93 0.46 N/A N/A 30.82 (± 0.15) H02,G04
SN2003gs 52848.3 1.83 0.49 · · · 15.3 (± 0.7) 31.65 (± 0.28) K09
SN2005bl⇤ 53481.6 1.80 0.39 N/A N/A 35.14 (± 0.09) WV08, F14
SN2005ke⇤ 53698.6 1.78 0.41 N/A · · · 31.84 (± 0.08) WV08, C10, F14
SN2006gt⇤ 54003.1 1.66 0.56 · · · 20.2 (± 1.2) 36.43 (± 0.05) C10
SN2006mr⇤ 54050.2 1.84 0.26 N/A N/A 31.15 (± 0.23) C10
SN2007N⇤ 54124.3 1.79 0.29 N/A N/A 33.91 (± 0.16) S11
SN2007ax⇤ 54187.5 1.86 0.36 N/A N/A 32.20 (± 0.14) S11
SN2007ba⇤ 54196.2 1.88 0.54 20.0 (± 0.4) · · · 36.18 (± 0.05) S11
SN2007on 54421.1 1.90 0.57 18.7 (± 0.4) 18.2 (± 0.1) 31.45 (± 0.08) S11
SN2008R⇤ 54494.3 1.85 0.59 15.5 (± 0.7) 14.1 (± 0.7) 33.73 (± 0.16) S11
SN2008hs 54812.1 1.83 0.60 · · · 14.0 (± 1.0) 34.28 (± 0.13) F14
SN2009F⇤ 54841.8 1.97 0.33 N/A N/A 33.73 (± 0.16) S11
SN2010Y 55247.5 1.73 0.61 · · · · · · 33.44 (± 0.20) F14
iPTF13ebh 56622.9 1.79 0.63 19.4 (± 0.2) 17.2 (± 1.5) 33.63 (± 0.16) H15

Figure 1. Lmax versus sBV for normal SN Ia (red) and objects in our sample (black). The best fit linear relations for the faint
sub-group of the fast-declining SN Ia and the rest are plotted as blue solid lines. Inset : The u ! H (pseudo-) bolometric light
curve for SN 2006mr (green), the faintest SN in the sample is plotted in comparison with the normal, broad-lined SN 2002bo
(red Benetti et al., 2004). From the bolometric light curves it is clear that SN 2006mr has a shorter transparency timescale than
SN 2002bo which was well described by a MCh delayed detonation model by Blondin, Dessart, & Hillier (2015).

The ‘fiducial’ timescale (t0) defined by Je↵ery (1999)
as a parameter that governs the time-varying �-ray optical
depth behaviour of a supernova is the only ‘observable’.

We determine t0 by fitting the radioactive decay energy
deposition to the late time (+40 - 90 d) bolometric light
curve. As the UVOIR light curve is not truly bolometric

there is an implicit assumption that the thermal infrared
and the ultraviolet beyond the atmospheric cut o↵ are not
not significant contributors. This assumption is supported
by modelling that shows that the infrared catastrophe does
not occur at these early days while at the same time the
line blanketing opacity in the UV remains high (Blondin,

3
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SNe and EUCLID

• DESIRE - special SN 
project as extension of the 
EUCLID mission
– Astier et al. 2015

– SNe Ia with 0.8<z<1.5

• Alternative
– use EUCLID Deep Fields

• NIR light curves (only few 
points)

• construct NIR Hubble diagram 
to z<0.8

160

7. Forecasts of cosmological constraints with future observatories in

the rest-frame Near Infrared

Figure 7.5.: The simulated, rest-frame Y -band Hubble diagram for the SN Ia
surveys with the Euclid Deep Drilling Fields (DDFs; blue) and the
fiducial cosmology (red). The hubble residuals are plotted in the
lower panel.

and S(x) = x, sin(x) or sinh(x) for flat (⌦k,0 = 0) , closed (⌦k,0<0)and open
(⌦k,0>0) universe, respectively.

�2

SN Ia =

NX

I=0

(µi � µmod)
2

�2µ,i
(7.7)

where �2µ,i is

�2µ,i = �2fit,i + �2int + �2phot (7.8)

�2phot = �m ⇤ (z/zmax)
2 (7.9)

Dhawan, PhD thesis



SNe and EUCLID

• Shadow the EUCLID deep fields at optical 
wavelengths

– high cadence (every night?)

– provide accurate optical light curves 

• important for phase information

– compare optical and NIR Hubble diagrams

• tests systematics

• reddening


