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The ALMA astronomical interferometer will consist of at least 50 12-m antennas operating at millimeter Basic terminology

wavelength. The whole software infrastructure for ALMA is based on ACS, which is a set of application

frameworks built on top of CORBA. To cope with the very strong requirements for the amount of data The CORBA A/V Streaming Service specification
that needs to be transported by the software communication channels of the ALMA subsystems (a Receiver 1 defines a flow as a continuous sequence of
typical output data rate expected from the Correlator is of the order of 64 MB per second) and with the BRI frames in a clearly identified direction. A stream
potential CORBA bottleneck due to parameter marshalling/de-marshalling, usage of IIOP protocol, " “ is defined as a set of flows between two objects,
etc., a transfer mechanism based on the ACE/TAO CORBA Audio/Video (A,V) Streaming Service and is terminated by 3 stream endpoint_ A stream
has been deVeloped. The ACS Bulk Data Transfer architecture bypasses the CORBA pTOtOCOI with endpoint can have mu|t|p|e flow endpointS, aCting
an out-of-bound connection for the data streams (transmitting data directly in TCP format), using as a source or as a sink of data.

at the same time CORBA for handshaking and leveraging the benefits of ACS middleware. Such a The ACS Bulk Data Transfer provides C++
mechanism has proven to be capable of high performances, with a measured effficiency comparable classes and ACS Characteristic Components

to that of a raw socket connection. which implement the features described. In the
Besides a point-to-point communication model, the ACS Bulk Data Transfer provides a multicast peer-to-peer communication model, it allows to

model. Since the TCP protocol does not support multicasting and all the data must be correctly connect a sender component (the producer of
delivered to all ALMA subsystems, a distributer mechanism has been developed. The ACS Bulk data) with a receiver component (the consumer), creating dynamically as many flows as required.
Data Distributer mimics a multicast behaviour managing data dispatching to all receivers willing to In the multicast model a sender component sends data to the distributer component which, in
get data from the same sender. turn, delivers the data to one or more connected receiver components.
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tributer such asynchronous mechanism has and data stream.
not been implemented yet, and only the synchronous neck Ism is provided. The figure shows the class diagram for a receiver component. Two
As shown in the figure, the BulkDataSenderlmpl<TSe % ack> template class realizes a component providing thd"’“ ﬁhethods are implemented in this case @pom @eelfen(), which reads e.g.
implementation for the BulkDataSender IDL'mterfac ep

. ed in the diagram by the CORBA-generated POA bulkdata:: from ne Configuration D@t’al:zase el!connectloq‘baramtters as in the
BDIkDataSender skeleton class). BulkDataSenderlmg , ,.3"?{6 bac DroVic a > implementation for the and creates the re d flow endpomts accordingly, and
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POA_buikclata:: BulkDataDis tributer The ACS Bulk Data Distributer acts as a receiver towards the Sender and as a sender tows

“+connect receiver : BulkDataR eceiver®) : void
+HMMultiC onnect receiver : BulkDataR eceiver*) : void

e e e e T R e v Receivers willing to get the dispatched data, so the ACS Characteristic Component‘r'elag‘l 0 the

“+openR eceiver() : void
“+closeR eceiver() : void

(e e B R RS S ) A Distributer inherits both from the sender and receiver interfaces. Itis |mplement 2 smplate class -y

+HoaceData() : void

T=topsendo s void with two template parameters: the sender callback, which takes the default value BulkDataSenc
faultCallback, and the distributer receiver callback (BulkDataDistributerCb), use‘d'ter ajve the
e m————— I | from the Sender. When the Distributer receives parameters or data from the Sender, thh.eaﬂbac
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SeoEe e Bk e o BulkDatalis tributer anages and dlspa'tchpthe recel\kﬂ!iata to all connected Receivers (registered in an internal

- N i +MmMuliConnect recMName : const ACE_ CSting&:) : void
—+dis connect() : void +multiDis connect{ recvNlame : cons t ACE_ CSting&: ) : void

IOEENRSSSUg IS PO eceher | 1S SRR AONATS AT E RTINS ace s sage_Biocke - ine . | | care of the possible receiver timeout and availability. At present this forwarding
= oo oot cors T B DR e Conige) Lo mechanism is implemented in a sequential way, i. e. the internal hash table which holds the information

of the connected Receivers is read sequentially. This mechanism will be improved in the next Bulk Data releases. i -
The figure shows the class diagram for a Distributer component. The two methods mvli7iConmnes) and muviiiviscomnneei/) allow the Receivers to register and de-register from the Distributer. o
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